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A B S T R A C T

The analogy between electromagnetism and gravitation was achieved by linearizing the ten-
sorial gravitational equations of general relativity and converting them into a vector form
corresponding to Maxwell’s electromagnetic equations. On this basis, we use the equivalence
with viscoelasticity and propose a theory of gravitational waves. We add a damping term to
the differential equations, which is equivalent to Ohm’s law in electromagnetism and Maxwell’s
viscosity in viscoelasticity, to describe the attenuation of the waves. The differential equations
in viscoelasticity are those of cross-plane shear waves, commonly referred to as SH waves.

A plane-wave analysis gives the phase velocity, the energy velocity, the quality factor and
the attenuation factor of the field as well as the energy balance. To obtain these properties, we
use the analogy with viscoelasticity; the properties of electromagnetic and gravitational waves
are similar to those of shear waves. The presence of attenuation means that the transient field is
generally a composition of inhomogeneous (non-uniform) plane waves, where the propagation
and attenuation vectors do not point in the same direction and the phase velocity vector and the
energy flux (energy velocity) are not collinear. The polarization of cross-plane field is linear and
perpendicular to the propagation-attenuation plane, while the polarization of the field within
the plane is elliptical.

Transient wave fields in the space–time domain are analyzed with the Green function (in
homogeneous media) and with a grid method (in heterogeneous media) based on the Fourier
pseudospectral method for calculating the spatial derivatives and a Runge–Kutta scheme of
order 4 for the time stepping. In the examples, wave propagation at the Sun–Earth and Earth–
Moon distances using quadrupole sources is considered in comparison to viscoelastic waves.
The Green and grid solutions are compared to test the latter algorithm. Finally, an example of
propagation in heterogeneous media is presented.

1. Introduction

The analogy between EM and acoustic-VE fields is well known (e.g. [1], Chapter 8). Carcione and Cavallini [2] have shown
hat the 2D Maxwell differential equations describing the propagation of the TM mode in anisotropic media are mathematically
quivalent to the SH-wave equation of an anisotropic solid with attenuation described by the Maxwell mechanical model. This
quivalence was probably known to Maxwell, who was aware of the analogy between the process of conduction (static induction
hrough dielectrics) and viscosity (elasticity). In geophysics, the analogy could be termed seismic-georadar analogy, since seismic
SH) and georadar waves are employed to evaluate the VE and EM properties of the near surface [3–6].
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Gravitational waves generated by accelerated masses distort space–time so that fixed distances change depending on the signal
requency. Einstein’s general theory of relativity predicts that their velocity corresponds to the speed of light in a vacuum [7,8].
axwell [9, Part IV, p. 492] attempted to use electromagnetic theory to understand the laws of gravity: ‘‘After tracing to the action of

he surrounding medium both the magnetic and the electric attractions and repulsions, and finding them to depend on the inverse
quare of the distance, we are naturally led to inquire whether the attraction of gravitation, which follows the same law of the
istance, is not also traceable to the action of a surrounding medium’’. However, his approach leads to negative values for the
nergy. He states: ‘‘As energy is essentially positive, it is impossible for any part of space to have negative intrinsic energy’’, . . . ‘‘As
am unable to understand in what way a medium can possess such properties, I cannot go any further in this direction in searching

or the cause of gravitation’’. Gravitational waves were first proposed by Heaviside [10] as the equivalent of EM waves. EM radiation
enerally has much smaller wavelengths than GR waves, whose frequency is in the ‘‘audible’ range (a few tens to a hundred Hz).

By studying Maxwell’s equations, Lorentz was able to determine the form of the Lorentz transformations ([11], Section 7.1.1),
hich later formed the basis for Einstein’s theory of gravitation. Maxwell’s (vector) equations are a good approximation for the
escription of GR waves, as they are compatible with the special theory of relativity (not with Galilean relativity). These equations
herefore have the same form when transformed from one reference frame to another using the Lorentz transformation, while
reserving the speed of light (which is the same for all observers). In fact, Maxwell’s equations can be transformed into a Lorentz
ovariance by arranging them in an antisymmetric – Faraday – tensor formulation ([11], Eq. 7.78).

In principle, the physical analogy between the general theory of relativity and electromagnetism fails because there are two
ypes of electric charges and only one type of mass, and because two particles with the same type of charge repel each other, while
wo particles with the same type of mass attract each other. Nevertheless, GR waves arise from accelerated masses just as EM waves
rise from accelerated charges, and a mathematical analogy can be made. Forward [12, Appendix], Peng [13] and Wald [14, Section
.4] have shown that the linearized Einstein equations lead to EM wave equation if one assumes that all velocities are small, so that
pecial relativity can be neglected, and that all gravitational effects are weak (see also [1], Section 8.20). The GR speed is that of light
in empty space) or very close to it, as confirmed by the observation of the GR wave GW170817 [15]. The electric field corresponds
o the gravitational field, and the gravitational equivalent of the magnetic field has yet to be discovered experimentally. However, it
s important to note that some linearized forms of the Lorentz force and potential energy differ by a factor of 4 from the analogous
ormula of general relativity ([14], Eq. 4.4.24), and in these cases there is no perfect isomorphism between the electromagnetic
nd gravitational equations with respect to the Lorentz force ([16], Eq. 45; [13], Eq. 13). The Lorentz force law describes the
orce acting on a charged particle moving through an electromagnetic field, while Maxwell’s equations describe the propagation
f electromagnetic fields through charged particles. In principle, these are two independent theories of electromagnetism, although
he Lorentz force can be derived from a generalized version of Faraday’s law (e.g. [17]) (the energy gain of charges moving through
circuit equals the derivative of the flux. However, the classical version does not explicitly state how or if the fields affect the

harges). Recently, also Williams and Inan [18] have shown that an approximation yields perfect-Maxwellian field equations from
he gravitational equations and leads to a force equation that is not Lorentzian. In this paper, however, we do not consider moving
harges or masses and solve Maxwell’s and GR equations without the Lorentz force and its gravitational equivalent, i.e. the Coriolis
orce.

López [19, Eq. 10–13] developed an extended Newtonian theory of gravity analogous to Maxwell’s equations, without referring
o the general theory of relativity. He shows that several properties already known from electrodynamics (Poynting vector, energy
ensity, tensor stress and radiation) are fully reproduced for GR fields. On the other hand, Forward [12] and Scharpf [20], reporting
n the analogy in Section 5.2.1 and equations 9.3.12 and 9.3.17, respectively, obtained tensorial gravitational equations. Since there
s no monopole or dipole contribution in gravitational radiation (lack of conservation of mass and momentum in contrast to the
lectromagnetic case), the first multipole moment that can be compared between the two types of radiation is the quadrupole [21].
rice et al. [21, Eq. 10] obtain a tensorial form of the gravitational equations in vacuum, where the tensors are traceless. They
ssume gravitostatics, i.e. the GR fields are weak and the masses (sources) do not move at velocities comparable to the speed of
ight (flat space–time). In their formulation in spherical coordinates, if the tensor versions 𝐸𝜙𝜙−𝐸𝜃𝜃 and 𝐵𝜙𝜃 are neglected, then the

field equations for the gravitational scalars – multiplied by 𝑟 – are the same as those for electromagnetism. Another tensor approach
equivalent to Maxwell’s equations is given in ([22], Eq. 29). The radiation problem is discussed quantitatively in [23] and in [24].
Prather [23, Eq. IV.32] obtains a negative Poynting vector (related to the negative energy) based on Heaviside’s [10] equations,
indicating that the field gains energy instead of losing energy, as it is the case of EM waves. Prather [23] claims that this could
possibly describe the observed expansion of orbiting bodies. For instance, the average orbit of the Moon around the Earth increases
at a rate of approximately 3.8 cm per year. On the other hand, the Lorentz force has the first term identified as a linear Newtonian
force and the second term can be recognized as a Coriolis force [16,23].

Here we consider the vector forms of the gravitational equations given by Ummarino and Gallerati [25, Eq. 23] and Gallerati and
Ummarino [26, Eq. 37] from a linear approximation of general relativity, exploiting a weak field expansion for the local gravitational
field, leading to Maxwell equations. The equation obtained by Braginsky et al. [27, Eq. 3.8], Peng [13, Eq. 10], Behera and Naik
[28, Eqs. 33–36], Hills [29, Eqs. 9–10], and Prather [23, Eq. IV.32] have negative terms for the mass density and the current density,
as gravitational charges (masses) attract each other, while electric charges repel each other. This leads to a change in the sign of
the Poynting vector, which means that energy is gained by the field and not lost by the field, as is the case with electromagnetic
radiation. In this paper, however, we are concerned exclusively with wave propagation and not with the effect of fields on moving
masses and/or energy transfer on masses.

In addition, we consider the wave attenuation (Ohm’s law) according to Ciubotariu [30]. Alternative attenuation mechanisms

are described by Baym et al. [31], namely due to collisions in matter and Landau damping, where particles surf the GR wave and
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Table 1
Viscoelastic-electromagnetic-gravitational analogy.

Viscoelastic (VE) Electromagnetic (EM) Gravitational (GR)

(−𝜎23 , 0, 𝜎12)⊤ = stress E = electric field g = gravitational field
(0, 𝑣, 0)⊤ = particle velocity H = magnetic field h = cogravitational field
(0, 𝜌𝑣, 0)⊤ = momentum density B = magnetic induction b = cogravitational induction
(0, 𝑓2 , 0)⊤ = elastic source J = electric source m = gravitational source
𝑅−1 = compliance 𝜖 = permittivity 𝑎 = 1∕(4𝜋𝐺)
𝜌 = mass density 𝜇 = magnetic permeability 𝑏 = 4𝜋𝐺∕𝑐2

𝜂−1 = fluidity 𝜎 = conductivity 𝑑 = gravitational damping
𝜌 = mass density 𝜌𝑒 = charge density 𝜌 = mass density

extract energy from it. Unlike solutions to the perturbed Einstein equations in vacuum, dispersive GR waves do not travel exactly
at the speed of light. As a result, the GR wave can exchange energy with scalar massive particles in resonance [32]. Weinberg [33,
Eq. 2] proposes a tensor wave equation that is similar to the scalar telegraph equation and contains a damping term due to the flow
of free neutrinos.

He [34] simulated GR waves propagating in a potential well in free space using a finite element method based on an acoustic-
ike wave equation. Scharpf [20] performs hybrid analytic-numerical simulations to model the time evolution of the source, which
orresponds to the GR of binary black holes. Here we calculate the transient field using the Green function and grid methods to
imulate seismic and georadar waves (e.g. [1], Chapter 9). The time history of the source is modeled phenomenologically with chirp
unctions.

. Space–time domain mathematical analogy

As already mentioned, Maxwell [9] initially tried to develop a vector theory of gravity by analogy with his electromagnetic (EM)
quations, but got nowhere because his static potential energy is negative, since two masses attract each other, unlike two electric
harges of the same sign, which repel each other. Heaviside [10], pursued further Maxwell’s attempt, and McDonald [35] indicates
hat Heaviside’s gravity theory can be derived from general relativity. Here, we consider other vector forms of the gravitational
quations.

The analogy between electromagnetism and gravity implies that the GR-wave equations

∇ × 𝐠 = −𝑏𝜕𝑡𝐡,
∇ × 𝐡 = 𝐦 + 𝑑𝐠 + 𝑎𝜕𝑡𝐠,
∇ ⋅ 𝐛 = ∇ ⋅ (𝑏𝐡) = 0, ∇ ⋅ 𝐠 = 𝑎−1𝜌

(1)

([25], Eq. 23; [26], Eq. 37) are mathematically equivalent to the EM equations

∇ × 𝐄 = −𝜇𝜕𝑡𝐇,
∇ ×𝐇 = 𝐉 + 𝜎𝐄 + 𝜖𝜕𝑡𝐄,
∇ ⋅ 𝐁 = ∇ ⋅ (𝜇𝐇) = 0, ∇ ⋅ 𝐄 = 𝜖−1𝜌𝑒

(2)

(Thidé [11, Eq. 1.48] and Carcione [1, Eqs. 8.1–2]), which differ from the equations of Maxwell [9] and Heaviside [10] by a
sign in some terms ([36], Eqs. 2 and 5). The analogy and the symbols and their units in the SI system are given in Tables 1 and
2, respectively. We added a dissipation term 𝑑𝐠 in Eq. (1) in analogy with 𝜎𝐄 (Ohm’s law) according to Ciubotariu [30]. In the
absence of damping (free space), the velocity is 𝑐 = 299,792,458 m/s ≈ 30 cm/ns, the light velocity.

3. Plane-wave analysis

The plane-wave analysis gives the expressions of measurable quantities, such as the slowness vector, the energy-velocity vector
and the quality factor as a function of frequency. Assume harmonic plane waves with a phase factor

exp[i𝜔(𝑡 − 𝐬 ⋅ 𝐱)], (3)

where 𝜔 = 2𝜋𝑓 is the angular frequency, 𝑓 is the frequency in Hz, 𝐱 is the position vector, i =
√

−1, 𝐬 = 𝐤∕𝜔 is the complex slowness
vector,

𝐤 = 𝜔𝐬 = 𝜿 − i𝜶 = 𝜅𝜿̂ − i𝛼𝜶̂ (4)

s the complex wavevector, with 𝜿 being the real wavevector and 𝜶 being the attenuation vector, which make an angle 𝛾, the
nhomogeneity angle. They express the magnitudes of both the wavenumber 𝜅 and the attenuation factor 𝛼, and the directions
f the normals to planes of constant phase and planes of constant amplitude, respectively. Waves for which the wavenumber
nd attenuation vectors do not point in the same direction are called inhomogeneous in viscoelasticity and non-uniform in
lectromagnetism. If the angle 𝛾 between these vectors is zero, we have homogeneous or uniform plane waves for which

𝐤 = 𝑘𝜿̂, 𝑘 = 𝜅 − i𝛼, (5)
here 𝑘 is the complex wavenumber.
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Table 2
Symbols in SI units.

———– Viscoelastic (VE)
(−𝜎23 , 0, 𝜎12)⊤ [kg/m/s2]
(0, 𝑣, 0)⊤ [m/s]
(0, 𝜌𝑣, 0)⊤ [kg/s/m2]
(0, 𝑓2 , 0)⊤ [kg/s2/m2]
𝑅−1 [m s2/kg]
𝜌 [kg/m3]
𝜂−1 [m s/kg]
𝑐 =

√

𝑅∕𝜌 = high-frequency velocity [m/s]
Energy densities [J/m3] = [kg/m/s2]
Umov-Poynting vector [kg/s3]
———– electromagnetic (EM)
𝐄 [V/m] = [kg m/s3/A]
𝐇 [A/m]
𝐁 = 𝜇𝐇 [kg/s2/A]
𝐉 [A/m2]
𝜖 in units of 𝜖0 = 8.854 × 10−12 [C/(V m)] = [s4 A2/kg/m3]
𝜇 in units of 𝜇0 = 4 𝜋 10−7 [H/m] = [kg m/s2/A2]
𝜎 [S/m] = [s3 A2/kg/m3]
𝑐 = (𝜇𝜖)−1∕2 = optical (high-frequency) velocity [m/s]
= 2.99792458 × 108 m/s ≈ 30 cm/ns

𝜌𝑒 [C m−3] = [A s m−3]
———– gravitational (GR)
𝐠 [m/s2]
𝐡 [kg/m/s]
𝐛 = 𝑏𝐡 [1/s]
𝐦 [kg/m2/s]
𝑎 [s2 kg/m3]
𝑏 [m/kg]
𝑑 [s kg/m3]
𝑐 = (𝑎𝑏)−1∕2 = high-frequency velocity [m/s]
= 2.99792458 × 108 m/s ≈ 30 cm/ns

𝐺 = gravitational constant = 6.6743 10−11 [N m2/kg2 = m3/s2/kg]
𝜌 [kg m−3]

3.1. Phase velocity, quality factor and attenuation factor

We use the following correspondences between time and frequency domains:

∇× → −i𝜔𝐬 × and 𝜕𝑡 → i𝜔. (6)

For time-harmonic fields, Eq. (1) reads

∇ × 𝐠 = −i𝜔𝐛,
∇ × 𝐠 = −i𝜔𝑏𝐡,

∇ × 𝐡 = i𝜔𝐰 +𝐦′, 𝐰 ≡ 𝑎𝐠, 𝐦′ ≡ 𝐦 + 𝑑𝐠
∇ × 𝐡 = (i𝜔𝑎 + 𝑑)𝐠 +𝐦.

(7)

Taking the vector product of Eq. (7)4 with ∇ and use of (7)2 gives

∇ × (∇ × 𝐡) − 𝜔2𝑎̄𝑏𝐡 = 0, (8)

where

𝑎̄ = 𝑎 − i𝑑
𝜔
. (9)

ince 𝛁 × (𝛁 × 𝐡) = ∇(∇ ⋅ 𝐡) − 𝛥𝐡, and ∇ ⋅ 𝐡 = 0 in locally uniform media (see Eq. (1)3), we have the wave equation

𝛥𝐡 + 𝑘2𝐡 = 0, 𝑘 = 𝜔
𝑣
, (10)

where

𝑣 = 1
√

𝑎̄𝑏
(11)

is the complex velocity. A similar wave equation can be obtained for 𝐠 if ∇ ⋅ 𝜌 = 0:

∇ × (∇ × 𝐠) − 𝜔2𝑎̄𝑏𝐠 = 0, (12)
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Substituting (4) into (3) gives

exp(−𝜶 ⋅ 𝐱) exp[i𝜔(𝑡 − 𝜿 ⋅ 𝐱)]. (13)

n analogy with viscoelasticity ([1], Eq. 3.35), we have

2𝜅2 = Re(𝑘2)
(

1 +
√

1 +𝑄−2 sec2 𝛾
)

,

2𝛼2 = Re(𝑘2)
(

−1 +
√

1 +𝑄−2 sec2 𝛾
)

,
(14)

where

𝑄 = −
Re(𝑘2)
Im(𝑘2)

=
Re(𝑣2)
Im(𝑣2)

= 𝜔𝑎
𝑑

(15)

is the quality factor for homogeneous waves (𝛾 = 0), where we have used Eqs. (9) and (11). Eq. (15) results from the definition
of the quality factor as twice the potential energy divided by the dissipated energy in a cycle. The demonstration can be found, for
example, in ([1], Section 3.4.2, Eq. 3.135), where the relevant references are given. Below, we will see that Eq. (15) also corresponds
to the quality factor of inhomogeneous waves.

There is no damping if 𝑑 = 0, since 𝑄 = ∞. The phase velocity and attenuation factor are

𝑣𝑝 =
𝜔
𝜅

=
[

Re
( 1
𝑣

)]−1
=
[

Re(
√

𝑎̄𝑏)
]−1

(16)

and

𝛼 = −𝜔Im
( 1
𝑣

)

= −𝜔Im(
√

𝑎̄𝑏), (17)

respectively, where the right-hand-sides hold for homogeneous waves, otherwise these quantities depend on 𝛾 as in Eq. (14).
The phase velocity in vector form is

𝐯𝑝 =
𝜔𝜿
|𝜿|2

= 𝑣𝑝𝜿̂. (18)

3.2. Space-frequency-domain energy balance and time averages for inhomogeneous waves

The scalar product of the complex conjugate of Eq. (7)3 with 𝐠, use of ∇ ⋅ (𝐠 × 𝐡∗) = (∇ × 𝐠) ⋅ 𝐡∗ − 𝐠 ⋅ (∇ × 𝐡∗), and substitution
f Eq. (7)1 gives Umov–Poynting theorem for harmonic fields

− ∇ ⋅ 𝐩 = 1
2
𝐦′∗ ⋅ 𝐠 − 2i𝜔

( 1
4
𝐠 ⋅ 𝐰∗ − 1

4
𝐛 ⋅ 𝐡∗

)

, (19)

here

𝐩 = 1
2
𝐠 × 𝐡∗ (20)

is the complex Umov–Poynting vector. Substitution of the material properties into Eq. (19) yields

∇ ⋅ 𝐩 = 2i𝜔
( 1
4
𝑎̄∗|𝐠|2 − 1

4
𝑏|𝐡|2

)

, (21)

where we have assumed 𝐦 = 0. Each term has a precise physical meaning on a time-average basis:

1
4
Re(𝑎̄∗)|𝐠|2 = 1

4
Re(𝑎̄)|𝐠|2 ≡ ⟨𝐸𝑔⟩, gravitational energy

𝜔
2
Im(𝑎̄∗)|𝐠|2 = −𝜔

2
Im(𝑎̄)|𝐠|2 ≡ ⟨𝐷̇𝑔⟩, rate of dissipated gravitational energy

1
4
𝑏|𝐡|2 ≡ ⟨𝐸𝑐𝑔⟩, cogravitational energy

(22)

Substituting the preceding expressions into Eq. (21), yields the energy-balance equation

∇ ⋅ 𝐩 − 2i𝜔(⟨𝐸𝑔⟩ − ⟨𝐸𝑐𝑔⟩) + ⟨𝐷̇𝑔⟩ = 0. (23)

The quality factor is obtained as twice the stored (strain) energy ⟨𝐸𝑔⟩ divided by the dissipated energy ⟨𝐷𝑔⟩ = ⟨𝐷̇𝑔⟩∕𝜔 in analogy
ith viscoelasticity and electromagnetism ([1]; Eqs. 3.125 and 8.341). This gives Eq. (15). The Umov–Poynting theorem provides
consistent formulation of energy flow. In the following, we present more explicit expressions of the energy balance in the

avenumber (slowness)-frequency domain.
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3.3. Space–time domain energy balance

Next, we exploit the analogy between VE and EM waves. Let us consider the (𝑥, 𝑧)-plane. If the medium properties are constant,
he EM equations have two decoupled solutions, namely 𝐸1, 𝐸3 and 𝐻2 are decoupled from 𝐸2, 𝐻1 and 𝐻3, where the subindices
, 2 and 3 are equivalent to 𝑥, 𝑦 and 𝑧, respectively. The first three fields obey the TM (transverse-magnetic) differential equations,
hile the second ones obey the TE (transverse-electric) equations (e.g. [1], Fig. 8.11). Without loss in generality it is enough to

onsider one of these differential equations. From the acoustic-electromagnetic analogy ([1,2], Chapter 8) it is well known that TM
transverse-magnetic) waves are mathematically equivalent to VE type-II S (shear) waves, The complete analogy is

𝜕1𝜎12 − 𝜕3(−𝜎23) = 𝜌𝜕𝑡𝑣, VE
𝜕1𝐸3 − 𝜕3𝐸1 = 𝜇𝜕𝑡𝐻, EM

𝜕1𝑔3 − 𝜕3𝑔1 = 𝑏𝜕𝑡ℎ, GR

−𝜕3𝑣 = 𝜂−1(−𝜎23) + 𝑅−1𝜕𝑡(−𝜎23), VE

−𝜕3𝐻 = 𝜎𝐸1 + 𝜖𝜕𝑡𝐸1, EM

−𝜕3ℎ = 𝑑𝑔1 + 𝑎𝜕𝑡𝑔1, GR

𝜕1𝑣 = 𝜂−1𝜎12 + 𝑅−1𝜕𝑡𝜎12, VE

𝜕1𝐻 = 𝜎𝐸3 + 𝜖𝜕𝑡𝐸3, EM

𝜕1ℎ = 𝑑𝑔3 + 𝑎𝜕𝑡𝑔3, GR,

(24)

where 𝐻 = 𝐻2, 𝑣 and ℎ = ℎ2 are the anti-plane magnetic, particle-velocity and cogravitational components, i.e., those components
perpendicular to the propagation (𝑥, 𝑧)-plane, 𝜎𝑖𝑗 are off-diagonal stress components, 𝑅 is the shear rigidity or shear modulus, and
𝜂 is the Maxwell viscosity. It is clear that the equivalence are 𝐻 ⇔ 𝑣, 𝐸1 ⇔ −𝜎23, 𝐸3 ⇔ 𝜎12, 𝜖 ⇔ 𝑅−1, 𝜎 ⇔ 𝜂−1 and 𝜇 ⇔ 𝜌.

Based on the VE-EM-GR analogy (see Tables 1 and 2), the energy balances in the space–time domain are

−∇ ⋅ 𝐩 = 𝜕𝑡(𝑇 + 𝑉 ) + 𝐷̇, VE

= 𝜕𝑡(𝐸𝑚 + 𝐸𝑒) + 𝐷̇𝑐 , EM

= 𝜕𝑡(𝐸𝑐𝑔 + 𝐸𝑔) + 𝐷̇𝑔 , GR,

(25)

arcione [1, Eqs. 3.75 and 8.99], where 𝑇 is the kinetic energy, 𝑉 is the strain energy, 𝐷̇ is the rate of dissipated viscoelastic
nergy, 𝐸𝑚 is the stored magnetic energy, 𝐸𝑒 is the stored electric energy, 𝐷𝑐 is the dissipative conductive energy, 𝐸𝑐𝑔 is the stored

cogravitational energy, 𝐸𝑔 is the stored gravitational energy and 𝐷𝑔 is the dissipative gravitational energy.
The complex shear modulus 𝑅̄ associated with Eqs. (24) is given by the Maxwell mechanical model ([1], Eq. 2.167), i.e.,

1
𝑅̄

= 1
𝑅

− i
𝜔𝜂

⇔ 𝜖 = 𝜖 − i𝜎
𝜔

⇔ 𝑎̄ = 𝑎 − i𝑑
𝜔
, (26)

while

𝜌⇔ 𝜇 ⇔ 𝑏. (27)

Then, in analogy with VE waves, the polarization of the cross-plane EM and GR waves is linear perpendicular to the (𝜿,𝜶)-plane as
illustrated in Fig. 3.3. of Carcione [1], and for inhomogeneous plane waves:

⟨𝐩⟩ = 1
2
𝜔|𝜙0|

2 exp(−2𝜶 ⋅ 𝐱)[𝑏𝜔2𝜿 + 2(𝜿 × 𝜶) × (𝑅̄𝐼𝜿 − 𝑅̄𝑅𝜶)],

⟨𝑇 ⟩ ⇔ ⟨𝐸𝑚⟩ ⇔ ⟨𝐸𝑐𝑔⟩ =
1
4
𝑏𝜔2

|𝜙0|
2 exp(−2𝜶 ⋅ 𝐱)(|𝜿|2 + |𝜶|2),

⟨𝑉 ⟩ ⇔ ⟨𝐸𝑒⟩ ⇔ ⟨𝐸𝑔⟩ =
1
4
|𝜙0|

2 exp(−2𝜶 ⋅ 𝐱)[𝑏𝜔2(|𝜿|2 − |𝜶|2) + 4𝑅̄𝑅|𝜿 × 𝜶|2], (28)

⟨𝐸⟩ = ⟨𝐸𝑔⟩ + ⟨𝐸𝑐𝑔⟩ =
1
2
|𝜙0|

2 exp(−2𝜶 ⋅ 𝐱)[𝑏𝜔2
|𝜿|2 + 2𝑅̄𝑅|𝜿 × 𝜶|2],

⟨𝐷̇⟩ ⇔ ⟨𝐷̇𝑐⟩ ⇔ ⟨𝐷̇𝑔⟩ = 𝜔|𝜙0|
2 exp(−2𝜶 ⋅ 𝐱)[𝑏𝜔2(𝜿 ⋅ 𝜶) + 2𝑅̄𝐼 |𝜿 × 𝜶|2] = 𝜔⟨𝐷𝑔⟩

⟨𝐷𝑔⟩ = |𝜙0|
2 exp(−2𝜶 ⋅ 𝐱)[𝑏𝜔2(𝜿 ⋅ 𝜶) + 2𝑅̄𝐼 |𝜿 × 𝜶|2]

[1], Eqs. 3.132; correcting a typo in these equations, it should be 𝛯0 = 𝛤0∕
√

𝐤 ⋅ 𝐤∗), where 𝜙0 is a constant amplitude, with units
[m2] in viscoelasticty, [A s] in electromagnetism, and [kg] in gravity,

𝑅̄𝑅 =
(𝜔𝜂)2𝑅

𝑅2 + (𝜔𝜂)2
⇔

𝜖
𝜖2 + (𝜎∕𝜔)2

⇔
𝑎

𝑎2 + (𝑑∕𝜔)2
(29)

nd

𝑅̄𝐼 =
𝜔𝜂𝑅2

⇔
𝜎∕𝜔

⇔
𝑑∕𝜔 (30)
𝑅2 + (𝜔𝜂)2 𝜖2 + (𝜎∕𝜔)2 𝑎2 + (𝑑∕𝜔)2
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in terms of the VE-EM-GR properties, where the subindices 𝑅 and 𝐼 denote real and imaginary parts. The energies 𝐸𝑔 and 𝐸𝑐𝑔 are
the equivalent of the strain and kinetic energies in viscoelasticity.

The energy-velocity vector, 𝐯𝑒, is given by the energy power flow, Re(𝐩), divided by the total stored energy density,

𝐯𝑒 =
Re(𝐩)

⟨𝐸𝑔 + 𝐸𝑐𝑔⟩
=

⟨𝐩⟩
⟨𝐸⟩

. (31)

Substitution of the corresponding expressions yields

𝐯𝑒 =
𝑏𝜔3𝜿 + 2𝜔(𝜿 × 𝜶) × (𝑅̄𝐼𝜿 − 𝑅̄𝑅𝜶)

𝑏𝜔2
|𝜿|2 + 2𝑅̄𝑅|𝜿 × 𝜶|2

. (32)

omparison of this expression for the energy velocity with the corresponding expressions for phase velocity indicated by (18)
hows that the energy velocity is not equal to the phase velocity in either direction or amplitude for inhomogeneous waves. For
omogeneous waves 𝜿 × 𝜶 = 0 and 𝐯𝑒 = 𝐯𝑝 (see Eq. (18)). Relation 𝜿̂ ⋅ 𝐯𝑒 = 𝑣𝑝 holds in general ([37], Eq. 40; [38], Eq. B23; [1], Eq.
.123) and other similar relations ([1], Eqs. 3.117–3.121).

On the other hand, the quality factor is given by

𝑄 =
2𝐸𝑔
⟨𝐷𝑔⟩

= 1
2
⋅
𝑏𝜔2(|𝜿|2 − |𝜶|2) + 4𝑅̄𝑅|𝜿 × 𝜶|2

𝑏𝜔2(𝜿 ⋅ 𝜶) + 2𝑅̄𝐼 |𝜿 × 𝜶|2
(33)

Let us consider the propagation and attenuation vectors in a Cartesian system,

𝜿 = 𝜅(𝑙𝑥, 0, 𝑙𝑧)⊤ ≡ 𝜅(sin 𝜃, 0, cos 𝜃)⊤,

𝜶 = 𝛼(𝑚𝑥, 0, 𝑚𝑧)⊤ ≡ 𝛼[sin(𝜃 + 𝛾), 0, cos(𝜃 + 𝛾)]⊤,
(34)

here 𝜃 is the propagation angle, 𝛾 is the inhomogeneity angle and 𝜅 and 𝛼 must be obtained from Eqs. (14). Then

𝜿 × 𝜶 = (𝜅𝑧𝛼𝑥 − 𝜅𝑥𝛼𝑧) 𝐲̂ = 𝜅𝛼 sin 𝛾 𝐲̂,
(𝜿 × 𝜶) × 𝜿 = 𝜅2𝛼 sin 𝛾(𝑙𝑧, 0,−𝑙𝑥)⊤,

(𝜿 × 𝜶) × 𝜶 = 𝜅𝛼2 sin 𝛾[𝑚𝑧, 0,−𝑚𝑥]⊤,

(35)

Substituting Eqs. (35) into Eq. (32), we obtain

𝐯𝑒 = 𝑣𝑒𝑥𝐱̂ + 𝑣𝑒𝑧𝐳̂,

𝑣𝑒𝑥 = 𝜔
𝜅

⋅
[𝑏𝑙𝑥𝜔2 + 2𝛼 sin 𝛾(𝜅𝑙𝑧𝑅̄𝐼 − 𝛼𝑚𝑧𝑅̄𝑅)]

𝑏𝜔2 + 2𝛼2𝑅̄𝑅 sin2 𝛾
,

𝑣𝑒𝑧 =
𝜔
𝜅

⋅
[𝑏𝑙𝑧𝜔2 + 2𝛼 sin 𝛾(−𝜅𝑙𝑥𝑅̄𝐼 + 𝛼𝑚𝑥𝑅̄𝑅)]

𝑏𝜔2 + 2𝛼2𝑅̄𝑅 sin2 𝛾
.

(36)

or homogeneous waves, 𝛾 = 0, and 𝑣𝑒 = 𝜔∕𝜅 = 𝑣𝑝, the phase velocity, since 𝑙2𝑥 + 𝑙2𝑧 = 1.
The quality factor (33) is given by

𝑄 = 1
2
⋅
𝑏𝜔2(𝜅2 − 𝛼2) + 4𝑅̄𝑅𝜅2𝛼2 sin

2 𝛾

𝑏𝜔2𝜅𝛼 cos 𝛾 + 2𝑅̄𝐼𝜅2𝛼2 sin
2 𝛾

(37)

his expression has been shown to be independent of 𝛾 in Carcione et al. [39] (see [1], Eq. 3.135) and equal to the quality factor
f homogeneous waves (15).

.4. Polarization

In general relativity, GR waves are transverse and have two linear polarizations [22,40] that can be combined to produce an
lliptical polarization. In a binary star system, the amplitude perpendicular to the orbital plane (‘‘face-on’’) is twice as large as the
mplitude ‘‘edge-on’’. The face-on radiation consists of equal amounts of the two gravitational wave polarizations, but they are out
f phase to produce a circularly polarized wave. The edge-on wave contains only the linear polarization state and therefore has
alf the amplitude. In the case of two black holes or neutron stars, for example, the plane of the orbital system is inclined at an
ngle between 0 and 𝜋/2 to the observer’s line of sight. The first case corresponds to a system which is face-on to the observer,
nd the other to a system which is edge-on to the observer. In the latter case, only the linear polarization can be detected. Circular
olarization results from face-on radiation and equal amplitude (and out of phase) of the two linear polarizations, while a binary
ystem seen at an angle with masses seen going around an ellipse generally gives an elliptical polarization.

Let us consider the present theory and the analogy (24) with VE and TM waves. The polarization of the GR waves 𝐡 is linear and
erpendicular to the (𝜿,𝜶)-plane (lying in the (𝑥, 𝑧)-plane), as shown in Fig. 1a (see also Fig. 3.3 in [1]). But what is the polarization
f vector 𝐠. Since 𝐡 = ℎ𝐲̂, using Eq. (7)4 (without source), we have

𝐠 = (i𝜔𝑎̄)−1∇ × 𝐡 = −(𝜔𝑎̄)−1𝐤 × 𝐡 = −ℎ(𝜔𝑎̄)−1(𝜿 × 𝐲̂ − i𝜶 × 𝐲̂). (38)
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Fig. 1. Inhomogeneous plane wave (a). Vectors 𝜿, 𝜶 and 𝐯𝑒 are coplanar and 𝜿 and 𝐯𝑝 are collinear (all these vectors lie in the (𝑥, 𝑧)-plane). Vector 𝐡 (polarization)
s perpendicular to the (𝑥, 𝑧)-plane. For homogeneous plane waves (𝛾 = 0), 𝜿, 𝜶, 𝐯𝑒 and 𝐯𝑝 are collinear and 𝐯𝑒 = 𝐯𝑝. Ellipticity of the 𝐠 vector lying in the
𝑥, 𝑧)-plane (b). The analogy holds with SH and TM waves.

ectors 𝜿 × 𝐲̂ and 𝜶 × 𝐲̂ lie in the (𝑥, 𝑧)-plane and make an angle 𝜋∕2 with 𝜿 and 𝜶, respectively. Let us assume that 𝜿 is collinear
ith 𝑧̂ and that 𝜶 lies in the positive (𝑥, 𝑧) quadrant. Then, 𝜿 × 𝐲̂ is collinear with −𝐱̂, and

𝐠 = ℎ(𝜔𝑎̄)−1[𝜅𝐱̂ + i𝛼(−𝐱̂ cos 𝛾 + 𝐳̂ sin 𝛾)] = ℎ(𝜔𝑎̄)−1[(𝜅 − i𝛼 cos 𝛾)𝐱̂ + i𝛼 sin 𝛾 𝐳̂] (39)

r

𝐠̄ ≡ ℎ−1𝐠 =
(

𝜅 − i𝛼 cos 𝛾
𝜔𝑎 − i𝑑

)

𝐱̂ +
(

i𝛼 sin 𝛾
𝜔𝑎 − i𝑑

)

𝐳̂ ≡ 𝑋𝐱̂ +𝑍 𝐳̂. (40)

Then,

𝐠̄ = |𝑋| exp(i𝜃1)𝐱̂ + |𝑍| exp(i𝜃3)𝐳̂,
𝜃1 = arctan(𝑋𝐼∕𝑋𝑅), 𝜃3 = arctan(𝑍𝐼∕𝑍𝑅),

(41)

or, in the form of Jones vectors

𝐠̄ = 𝑔eff [𝐴𝐱̂ + 𝐵 exp(i𝛿)𝐳̂],

𝑔eff =
√

|𝑋|

2 + |𝑍|

2 exp(i𝜃1),

𝐴 =
|𝑋|

√

|𝑋|

2 + |𝑍|

2
, 𝐵 =

|𝑍|

√

|𝑋|

2 + |𝑍|

2
, (42)
𝛿 = 𝜃3 − 𝜃1
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Fig. 2. EM phase and energy velocities 𝑣𝑝 and 𝑣𝑒 in wet clay as a function of the inhomogeneity angle 𝛾.

(e.g. [41], Section 6.2). This implies that 𝐠 is generally elliptically polarized in the (𝑥, 𝑧)-plane, with semiaxes

𝑔𝜓 = |𝑔eff |
√

𝐴2 cos2 𝜓 + 𝐵2 sin2 𝜓 + 𝐴𝐵 cos 𝛿 sin 2𝜓,

𝑔𝜓±𝜋∕2 = |𝑔eff |
√

𝐴2 sin2 𝜓 + 𝐵2 cos2 𝜓 + 𝐴𝐵 cos 𝛿 sin 2𝜓,

𝜓 = 1
2 arctan

( 2𝐴𝐵 cos 𝛿
𝐴2 − 𝐵2

)

(43)

[41], Section 6.3).
The polarization is characterized by the ellipticity, given by the ratio of the minor axis to the major axis:

𝑒 =
𝑔min
𝑔max

. (44)

Fig. 1b shows the ellipticity of the vector 𝐠 as a function of 𝛾, it lies between zero for 𝛾 = 0 (which corresponds to a linear
polarization) and approaches one for 𝛾 = 𝜋/2 (corresponding to circular polarization). We have assumed 𝑄 = 10 (𝑑 = 𝜔𝑎∕𝑄)
and 𝑓 = 100 Hz, in analogy to seismic waves.

By analogy, the electric field 𝐄 is elliptically polarized and all equations also apply to the EM case. If 𝛾 = 0 (homogeneous wave),
then 𝐠 is linearly polarized along the 𝑥-direction.

3.5. Computation of transient fields

Transient wave fields in the space–time domain are calculated using the Green function (homogeneous media) on the one hand,
and a grid (mesh) method based on the Fourier pseudospectral method for calculating the spatial derivatives and a Runge–Kutta
4th-order scheme for heterogeneous media on the other. The Green function method uses an FFT subroutine from the NASA LaRC
Computer Manual, Vol. II Section E2.4 (1975), and requires a complex vector of length a power of two. The second (mesh) algorithm
is explained in Sections 9.2.3. and 9.3.2. of Carcione [1].

4. Examples

4.1. Velocity of plane waves

Let us first assume EM waves, where the instrument is a georadar with frequency 𝑓 = 500 MHz and a wet clay medium, for
which 𝜖 = 10 𝜖0, 𝜇 = 𝜇0 and 𝑄 = 1, giving 𝜎 = 𝜔𝜖∕𝑄 = 2𝜋𝑓𝜖∕𝑄 = 0.11 S/m. Fig. 2 shows the velocities as a function of the
inhomogeneity angle 𝛾. The velocity for homogeneous waves is that at 𝛾 = 0. As can be seen, the field is strongly inhomogeneous.
We do not have values for 𝑑 (the gravitational damping), but the physics should be similar, at least qualitatively.

4.2. Transient fields

Next, we perform simulations of VE and GR waves. The Einstein Toolkit https://einsteintoolkit.org is a community-driven

software platform to simulate gravitational waves among other things. Moreover, phenomenological signals parameterized by two

https://einsteintoolkit.org
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Fig. 3. Heuristic gravitational source time history (Eq. (57)) corresponding to different chirps signals (a) and normalized spectrum for the linear chirp (b). The
blue line corresponds to 𝑎1 = 𝑎2 = 0 (no growth and damping). (For interpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.)

physical parameters of a binary system are given in [42], namely, the total mass 𝑀 and the symmetric mass ratio 𝑀1𝑀2∕𝑀2, where
he signals are defined in the frequency domain.

The inspiral of the coalescence of two black holes (BHs) has the lowest frequencies. The amplitude and frequency of the wave
ncrease continuously during the inspiral (‘‘chirp’’ signal), together with the speed of the two BHs. After the inspiral phase, the BHs
egin to merge, the amplitude has its maximum at the merger and the frequency increases. Strictly, numerical relativity simulations
re required to model this nonlinear process. After the two BHs have merged, the signal is attenuated by the emission of energy in
he form of gravitational waves

.2.1. Source time history
A simpler phenomenological time history of the source can be obtained with chirp signals as indicated in Appendix A (Eq. (57)).

et us assume 𝜙0 = 0, 𝑡0 = 1 ns, 𝑡1 = 0.15 s, 𝑡2 = 0.1 s, 𝑓0 = 40 Hz, 𝑓1 = 200 Hz, 𝑎1 = 5/s, and 𝑎2 = −100/s. Fig. 3 shows the source
ime histories corresponding to linear, exponential and hyperbolic chirps (a) and the normalized spectrum (square of the absolute
alue of the Fourier transform) for the linear chirp (b), obtained with a signal duration of 0.6 s. The solid blue line corresponds to
1 = 𝑎2 = 0. The signal in (a) resembles that of a coalescence of two non-spinning black holes, as reported in ([20], Fig. 7.4b) The
resnel ripples on the chirp spectrum (see blue line) arise because of the sudden discontinuities in the waveform at the beginning
nd end of the pulse. They are more in evidence for low values of the product (𝑡1 − 𝑡0)(𝑓1 − 𝑓0). In (b), we have considered 𝑡1 = 0.6
, such that the product is 96, but constant 𝑐 in Eq. (50) has been computed with 𝑡1 = 0.15 s.

.2.2. Green-function solution
Fig. 4 shows the solution using the Green function (see Appendix B) with 𝑑 = 0 (no loss) and an isotropic (point) source. The

ource-receiver distance is 𝑟 = 149,597,870,700 m (the Sun–Earth distance, approximately 150 million km). Light velocity is 𝑐 =
.99792458 × 108 m∕s (nearly 30 cm/ns). The signal employs 8.32 min or 499 s to travel that distance, which is the time the Earth
ould remain in its elliptical orbit before flying off in a straight line, if the Sun were spontaneously removed from existence. The

20 −4
ength of the discrete fast Fourier transform is 2 = 1,048,576 and the sampling rate is 𝑑𝑡 = 6 × 10 s. The field is normalized.
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Fig. 4. Solution of component ℎ using the Green functions (62) with 𝑑 = 0 (no loss). The signal has traveled the Sun–Earth distance at the velocity of light.
The field is normalized.

Fig. 5. Phase velocity (Eq. (16))) (solid line) and attenuation factor (Eq. (17)) (dashed line) for homogeneous waves as a function of frequency.

Fig. 6. Signal shown in figure 4 (solid line) and signal with attenuation (𝑄 = 3 × 105) (dashed red line).

Let us consider field attenuation. According to Eq. (15), the loss factor is

𝑑 =
2𝜋𝑓𝑎
𝑄

, (45)

where 𝑄 is the quality factor. The loss implies velocity dispersion, i.e., frequency dependence. To illustrate the physics, we consider
a very low 𝑄 = 10 and 𝑓 = 120 Hz in Eq. (45). Fig. 5 shows the phase velocity and attenuation factor as a function of frequency,
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where we can see that the velocity is zero at zero frequency (if 𝜔→ 0, 𝑎̄ → −i∞, 𝑣 → 0, and 𝑣𝑝 → 0; see Eqs. (9), (11) and (16)) and
approaches the velocity of light (30 cm/ns) at high frequencies. To compute the solution based on the Green function, we consider
a more realistic value, namely, 𝑄 = 3 × 105. Fig. 6 shows the normalized signal displayed in Fig. 4 (solid line) and the signal with
ttenuation (dashed red line).

.2.3. Grid-method solution
We first simulate seismic waves in a medium with shear-wave velocity of 𝑐 = 3000 m/s, a density of 𝜌 = 2000 kg/m3 and a

quality factor 𝑄 = 80, such that the Maxwell viscosity is

𝜂 = 𝑅𝑄
2𝜋𝑓

=
𝜌𝑐2𝑄
2𝜋𝑓

(46)

see Eq. (15) and Carcione [1, Eq. 2.176]], where 𝑓 = 80 Hz. According to the Nyquist theorem, the maximum grid spacing must
ulfill the following condition

𝑑𝑥max =
𝑐min
2𝑓max

(47)

(e.g. [1], Section 9.7), where 𝑐min is the minimum velocity in the grid (two points per wavelength) and 𝑓max is the maximum
frequency. If we consider 3000 m/s and 200 Hz, we obtain 𝑑𝑥 ≤ 7.5 m. The mesh has 442 × 442 grid points and the grid spacing
is 𝑑𝑥 = 𝑑𝑧 = 7 m. The source is a quadrupole force in Eq. (24)1 (𝜌𝜕𝑡𝑣 + force) with time history as in Fig. 3 (solid line), located at
the center of the mesh. Basically, grid points (221,220) and (221,222) have negative signs and grid points (220,221) and (222,221)
have positive signs. The time step is first chosen according to the stability condition and then according to the accuracy, so that

𝑑𝑡max =
2𝑑𝑥min
𝜋𝑐max

(48)

Carcione [1, Eq. 9.12]. In this case, 𝑑𝑡max = 1.15 ms. We consider 𝑑𝑡 = 0.5 ms and a maximum time of 0.49 s. Fig. 7 shows snapshots
f the component 𝑣 in the lossless (a) and lossy (b) cases, where we observe that the field has been attenuated in the latter case.

We test the modeling code simulating gravitational waves and comparing the field component ℎ with the Green-function solution
n homogeneous media. The source is a point force with the time history of the preceding simulation. According to Eq. (47), if we
onsider the speed of light and 200 Hz, we have 𝑑𝑥 ≤ 750 km. Let us assume propagation distances comparable to those between
he Earth and the Moon: 384,400 km (the wave spends 1.28 s from the Earth to the Moon). A mesh with 1105 × 1105 grid points
nd 𝑑𝑥 = 𝑑𝑧 = 700 km covers this distance. We have 𝑎 = 1.2 × 109 s2 kg∕m3 and 𝑏 = 9.3 × 10−27 m/kg and we assume 𝑄 = 150 so
hat the loss factor is given in Eq. (45) with 𝑓 = 𝑓 = 80 Hz, specifically 𝑑 = 4 × 109 s kg/m3. We consider 𝑑𝑡 = 0.2 ms. The source
nd detector are located at grid points (552,552) and (709,709), respectively, so that the source-receiver distance is 155,422.5 km
or 0.52 light-seconds). Fig. 8 shows the comparison between the grid and Green solutions, where we can see that the agreement
s excellent.

Let us consider the simulation of gravitational waves and a quadrupole source as in [20,21]. We assume 𝑄 = ∞ (𝑑 = 0) in the
pper half space and 𝑄 = 150 in the lower half space, so that the loss factor is 𝑑 = 4 × 109 s kg/m3. Fig. 9 shows a snapshot of the
omponent ℎ at 1.2 s, where we can see the attenuation below the interface. This problem has no analytical solution and the only
olver is numerical or semi-analytical if reflectivity methods are used (e.g. [43]), but the latter is valid only for flat and parallel
nterfaces. On the other hand, grid methods can handle arbitrary interface geometries, as shown in the next example.

The general theory of relativity predicts that GR waves propagate in a vacuum at the speed of light. However, in media other
han a vacuum, this speed should be affected by inhomogeneities (e.g. [44]), but gravity is a curvature of spacetime caused by mass,
ot a force (like sound) traveling through space. Therefore, it is inappropriate to compare their propagation directly with that of
ight or sound. However, GR waves, like EM waves, can be focused by gravitational lensing, and by analogy we can imagine that
ass produces an ‘‘effective index of refraction’’ due to the curvature of spacetime. The analogy with EM waves would mean that
R waves are ‘‘slowed down’’ in a medium in the same way as EM waves. In this interpretation, we can vary the velocity 𝑐 in the
onstant 𝑏 (the gravitational constant 𝐺 is constant throughout space, so 𝑎 cannot vary). As in the previous example, the damping
can also be assumed to be spatially variable, but in the next example we consider 𝑑 = 0.
Figs. 10 and 11 show a snapshot at 0.9 s (a) and time histories (b) of the field components due to a point source. The velocity

nside the circle is 0.8 𝑐 (outside is 𝑐) and the source (white S) and receiver (white R) are indicated in the snapshot. At 0.9 s, the
ield has not yet reached the receiver, but one can see a reflection event from the circle (indicated by the black R). The field ℎ and
1 are in phase, while 𝑔3 is out of phase with the other components. After the main event in (a), one can observe reverberations (or
ultiples) arising inside the circle.

.3. Memory limitations of the proposed methods

There is a memory limit for computers to propagate the signal distances of parsecs (1 pc (parsec) = 3.26 light years =
.0857 × 1016 m), with the proposed algorithms. In the lossless case in homogeneous media, this is not a problem, as we can
btain the solution by a temporal convolution (65). In the lossy case, the Green-function solution in homogeneous media must be
alculated in the frequency domain using the FFT. The propagation of signals with a maximum frequency of 𝑓max = 200 Hz requires
ampling rates of 𝑑𝑡 = 1/(2𝑓 ) = 0.0025 s to avoid aliasing problems.
max
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Fig. 7. Snapshots of the component 𝑣 in the lossless elastic (a) and lossy viscoelastic (b) cases, due to a quadrupole source.

Fig. 8. Test of the grid-method solution (open circles) with the Green-function solution (solid line). We compare the ℎ field at a distance of 0.52 light-seconds
from a point source.

On February 11, 2016, the scientific collaboration of LIGO and Virgo announced the first direct detection of gravitational waves
from a binary star system (event GW150914, see e.g. ([1], Section 8.20)) with an average distance of 𝑟 = 400 Mpc = 12 × 1024

m. The maximum time required for the signal to reach the Earth is 𝑡max = 𝑟∕𝑐 ≈ 4 × 1016 s, which divided by 𝑑𝑡 gives 1.6 × 1019

ampling points or about 264. In a code, a dimension of real numbers takes 8 bytes, so that the number of bytes needed to define
single array for the FFT is 8 × 264 = 267 ≈ 1020, which equals to 105 PB (petabytes) = 1011 MB (megabytes). The world’s fastest

omputer has nearly 10 PB of RAM memory.
When calculating fields with the Green function (homogeneous media), however, these limitations are less problematic, as

ethods and approximations can be used to overcome this problem. On the other hand, wave propagation in heterogeneous media
e.g. if there are galaxies, interstellar clouds and possibly dark matter and energy) calculated with direct grid methods can be
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Fig. 9. Snapshot of the component ℎ of a gravitational wave due to a quadrupole source. Above the interface there is no attenuation (𝑑 = 0) and below the
interface 𝑄 = 150 (𝑑 = 4 × 109 s kg/m3).

Fig. 10. Snapshot at 0.9 s of the component ℎ of a gravitational wave due to a point source (𝑑 = 0). The velocity within the circle is 0.8 𝑐 and the source
(white S) and receiver (white R) are indicated. Black R denotes the reflected event from the circle.

prohibitively expensive. For example, the pseudospectral Fourier method for calculating the spatial derivatives requires a regular
grid with a grid spacing of, say, 𝑑𝑥 in the 𝑥 direction. We have seen above that according to the Nyquist theorem, 𝑑𝑥 ≤ 750 km
[Eq. (47)]. Assuming a 2D medium (shear, TM and gravitational waves do not propagate in 1D media) and 𝑑𝑥 = 𝑑𝑧 = 750 km,
the grid to simulate the GW150914 event must have a minimum number of grid points 𝑁𝑥 ⊗𝑁𝑧 = 3.2 × 1019 ⊗3.2× 1019 ≈ 1039,
which corresponds to 8 × 1024 PB for a single field array in the computer code.

5. Conclusions

We use mathematical analogies to propose a theory for the propagation of gravitational waves mathematically equivalent to
the theories of viscoelasticity and electromagnetism. One simplification is that we use a vector form of the tensor formulation of
Einstein’s equations, such as the Maxwell’s equations, for the limiting case of weak gravitational fields and moving sources with low
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a

Fig. 11. Time histories of the component ℎ (a) and three components (b) (blow up of (a)) of a gravitational wave due to a point source (𝑑 = 0). The fields
re normalized, and the amplitude relation in (b) is ℎ∕𝑔1∕𝑔3 = 1/ 2.6 × 10−18/2.7 × 10−18 (in kg s/m2).

velocities. The focus is on propagation, since the source is phenomenologically described by a modulated chirp function and this is
a second simplification to establish the analogy.

We use the analogy to add a damping term to the gravitational equations, which corresponds to Ohm’s law in electromagnetism
and Maxwell’s viscosity in viscoelasticity. The physics is analyzed with a plane-wave analysis that defines the energy balance. In
general, the phase and energy velocity velocities are non-collinear, and the polarization of the cogravitational wave is linear and
perpendicular to the plane defined by the propagation (wavenumber) and attenuation vectors, as cross-plane shear waves and TM
electromagnetic waves (in isotropic media). Transient wave fields from the source to the receiver are calculated with the Green
function in homogeneous media and with a direct grid method in heterogeneous media. The grid method is successfully tested with
the Green-function solution. These methods are feasible but require more powerful computers (possibly quantum computers) than
those used today to solve realistic propagation events observed with current detectors.
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ppendix A. Source wavelet

Growing and decaying chirp signals can approximate parts of gravitational source time histories [45]. For a linear chirp

ℎ(𝑡) = sin
[

𝜙0 + 2𝜋
( 1
2
𝜈𝑡2 + 𝑓0𝑡

)]

, (49)

where 𝜙0 is the initial phase, 𝑡0 is the initial time,

𝜈 = (𝑓1 − 𝑓0)∕𝑇 , (50)

is the chirp rate, 𝑓1 is the final frequency and 𝑇 = 𝑡1 − 𝑡0 is the time it takes to sweep from 𝑓0 to 𝑓1.
On the other hand, the signal of an exponential chirp is

ℎ(𝑡) = sin
[

𝜙0 + 2𝜋𝑓0

(

exp[𝜁 (𝑡 − 𝑡0)] − 1
𝜁

)]

, (51)

where

𝜁 =
ln(𝑓1∕𝑓0)
𝑡1 − 𝑡0

, (52)

If 𝑓1 = 𝑓0, 𝜁 = 0 and the argument of the sine is 𝜙0 + 2𝜋𝑓0(𝑡 − 𝑡0).
An hyperbolic chirp has the equation

ℎ(𝑡) = sin
[

𝜙0 + 2𝜋𝑓0𝜏 ln
(

1 − 𝑡
𝜏

)]

, (53)

where

𝜏 =
𝑓1(𝑡 − 𝑡0)
𝑓1 − 𝑓0

. (54)

Morlet wavelets are also employed to characterize gravitational signals [45]. A typical equation is

ℎ(𝑡) = cos(2𝜋𝑓𝑐 (𝑡 − 𝑡0)] exp[−𝑎𝑀 (𝑡 − 𝑡0)2), (55)

where 𝑓𝑐 is the central frequency.
A source time history of a coalescence of two binary black holes is composed of inspiral, merger and ring down. If ring down

starts at 𝑡 = 𝑡2, we apply to ℎ(𝑡) growth and damping factors as follows

exp[𝑎1(𝑡 − 𝑡0)], 𝑎1 > 0, 𝑡 < 𝑡2,

exp[𝑎2(𝑡 − 𝑡2)], 𝑎2 < 0, 𝑡 ≥ 𝑡2.
(56)

We then have the source signal

𝑆(𝑡) = ℎ(𝑡) exp[𝑎1(𝑡 − 𝑡0)], 𝑡 < 𝑡2, inspiral and merger

= ℎ(𝑡) exp[𝑎2(𝑡 − 𝑡2)] exp[𝑎1(𝑡2 − 𝑡0)], 𝑡 ≥ 𝑡2, ring down
(57)

where ℎ corresponds to the above chirp time functions. The second exponential in the ring down guarantees that 𝑆 is continuous
at 𝑡2.

Appendix B. Green’s function solution

Frequency-domain solutions corresponding to Eq. (10) in a homogeneous medium can easily be obtained. Consider the lossless
gravitational Eqs. (24) (𝑑 = 0) with a source 𝑚2

𝜕1𝑔3 − 𝜕3𝑔1 = 𝑏𝜕𝑡ℎ + 𝑚2,

−𝜕3ℎ = 𝑎𝜕𝑡𝑔1,

𝜕1ℎ = 𝑎𝜕𝑡𝑔3,

(58)

Eliminating the gravitational components we have
1𝛥ℎ − 𝑏𝜕 ℎ = 𝜕 𝑚 , (59)

𝑎 𝑡𝑡 𝑡 2
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t

Transforming the equation to the frequency domain and considering the Green function 𝐺 gives
1
𝑎
𝛥𝐺 + 𝑏𝜔2𝐺 = −8𝛿(𝑥 − 𝑥0)𝛿(𝑧 − 𝑧0) (60)

or

𝛥𝐺 + 𝑘2𝐺 = −8𝑎𝛿(𝑥 − 𝑥0)𝛿(𝑧 − 𝑧0), 𝑘 = 𝜔
𝑐
, 𝑐 = 1

√

𝑎𝑏
. (61)

The constant −8 is introduced for convenience. The solution to (61) is

𝐺(𝑟, 𝑟0, 𝜔, 𝑘) = −2i𝑎𝐻 (2)
0 (𝑘𝑟) , (62)

where 𝐻 (2)
0 is the zero-order Hankel function of the second kind (e.g. [46], Eq. 2.76; [1], Eqs. 7.561 and 7.563; [46]), 𝑟0 = (𝑥0, 𝑧0, )

is the source location, and

𝑟 =
√

(𝑥 − 𝑥0)2 + (𝑧 − 𝑧0)2. (63)

The solution in lossy media is obtained by invoking the correspondence principle [47], i.e., by substituting the real 𝑎 with the
omplex 𝑎̄ given in Eq. (9). We set 𝐺(−𝜔) = 𝐺∗(𝜔), where the superscript ‘‘∗’’ denotes complex conjugation. This equation ensures
hat the inverse Fourier transform of the Green’s function is real. The frequency-domain solution is then given by

ℎ(𝜔) = i𝜔𝑚0𝐺(𝜔)𝑆(𝜔), (64)

where 𝑆 is the Fourier transform of the source time history, 𝑚0 is the strength of the source and the factor i𝜔 is due to the first-order
time derivative of the source in Eq. (59). Because the Hankel function has a singularity at 𝜔 = 0, we assume 𝐺 = 0 for 𝜔 = 0, an
approximation that does not have a significant effect on the solution (note, moreover, that 𝑆(0) ≈ 0). The time-domain solution ℎ(𝑡)
s obtained by a discrete inverse Fourier transform.

On the other hand, in the lossless case (𝑑 = 0), the solution can be computed with a numerical temporal convolution between
he source time history 𝑆(𝑡) and the time-domain Green function as

ℎ(𝑡) = 𝐺(𝑡) ∗ 𝑆(𝑡), (65)

where

𝐺(𝑟, 𝑟0, 𝑡) =
4𝑎
𝜋

(

𝑡2 − 𝑟2

𝑐2

)−1∕2
𝐻

(

𝑡 − 𝑟
𝑐

)

(66)

Koene [46, Eq. 2.79] and Carcione [1, Eq. 3.202], where 𝐻 is the Heaviside function. In the lossy case, the convolution is not
possible because there is no analytical solution for the Green function in the time domain.
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