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Seismic modeling study of the Earth’s deep crust

José M. Carcione∗, Icilio R. Finetti†, and Davide Gei∗

ABSTRACT

We use seismic modeling methods to validate the in-
terpretation of deep-crust seismic exploration. An ap-
proximation of the stacked section is obtained with the
nonreflecting wave equation and the exploding-reflector
approach. Using this technique and ray-tracing algo-
rithms, we obtain a geological model by comparing
the synthetic section with the real stacked section. An
isotropic constitutive equation is assumed in this phase.
The exact synthetic stacked section is then obtained by
applying the standard processing sequence to a set of syn-
thetic common-shot profiles computed with the variable-
density acoustic wave equation. We introduce elliptical
P-wave anisotropy and the effects of small-scale inhomo-
geneities by using a von Kármán autocovariance prob-
ability function that simulates scattering Q effects. Ver-
ification of the geological model by poststack migration
constitutes an additional test. The methodology, which
is suitable for areas of complex geology, is applied to a
seismic line acquired in the northern Apennines as part
of the Italian deep-crust exploration project, CROP. This
area is particularly difficult to interpret because of the
presence of a complex tectonic setting.

INTRODUCTION

The objective of seismic numerical modeling is to predict
the seismogram that a set of sensors would record, given an
assumed structure of the subsurface. It is a valuable tool for
seismic interpretation and an essential part of seismic inversion
algorithms. It is also used to provide data for testing process-
ing algorithms and for evaluating acquisition parameters and
processing options for various targets of interests before field
data acquisition (Özdenvar et al., 1996).

Seismic modeling has been used for hydrocarbon explo-
ration problems (Kang and McMechan, 1990; Fagin, 1992),
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for earthquake seismology problems (Priolo, 1999), and for
crustal studies (Yarnold, et al., 1993; Morgante, 1998; Morgante
et al., 1998). Modeling synthetic seismograms may then have
different purposes. In exploration geophysics, for instance, it
is important to perform a sensitivity analysis related to the de-
tectability of a petrophysical variable, such as porosity, fluid
type, or fluid saturation. In earthquake seismology the scale
of the investigation can be of the order of kilometers for site-
response problems (Priolo, 1999) or of the order of tens of
kilometers for deep crustal studies (Ponziani et al., 1995). We
develop a methodology to validate the seismic response of the
Earth’s crust on a large-scale basis for the purpose of verify-
ing the main geological features of the upper and lower crusts
obtained during the interpretation process.

The interpretation of large-scale structures of the deep crust
is mainly based on P-wave information [examples of seismic
data are from the Italian CROP and the German DEKORP
deep-crust exploration projects (Finetti, 1994; Pialli et al., 1998;
Rabbel and Gajewski, 1999)]. The source and acquisition pa-
rameters for the CROP-03 seismic survey are given in Table 1
[Bertelli and Mazzotti (1998); see also Mazzotti et al. (2000)
for alternative parameters]. The survey has been interpreted
by Finetti et al. (2001). Amplitude information is relatively im-
portant, but a precise determination of the interval velocities is
difficult because the residual NMO of reflection events beyond
4–5 s becomes very small. Additional problems are the complex
tectonic regime and rough topography with outcrops of high-
velocity layers. Moreover, the data are usually of low S/N ratio,
thus invalidating the use of techniques such as prestack depth
migration. Therefore, we should deal with almost zero-offset P-
wave data, and the model design should be based on the stacked
time section: well data are scarce, and only oil exploration wells
down to 4 km depth are available. The data generally show a
rather scarce reflectivity and diffractions, which may reveal the
presence of fault planes. On the basis of these facts, it is unre-
alistic to use sophisticated modeling techniques. Therefore, we
do not consider mode conversion (i.e., S-waves) and intrinsic
attenuation, which, in this situation, constitute second-order
effects. Anisotropic effects on the P-wave are modeled with an
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elliptical anisotropic rheology since anisotropy can be impor-
tant in the upper mantle (Guest and Thomson, 1992).

The modeling method is based on the 2-D acoustic wave
equation with variable density. This choice allows us to define
the acoustic impedance of each macrolayer. For instance, the
asthenosphere (from the Greek asthenos, meaning “weak”)
has a lower P-wave velocity and a slightly lower density than the
overlying strata because of the in-situ stress–temperature con-
dition that implies partial melting and ductile behavior (Hales,
1991; Anderson, 1995). Then, the velocity field and density
of each stratum can be defined on the basis of the reflector
strength and global geological information of the study area.
The data are in part degraded by the heterogeneous nature of
the crust at small scales. Constraints on the velocity variations
of these small-scale heterogeneities can be estimated from P-
wave sonic logs. We introduce these inhomogeneities by us-
ing a spatially isotropic von Kármán autocovariance probabil-
ity function of high fractal dimension that simulates scattering
Q effects (Frankel and Clayton, 1986; Hurich, 1996; Holliger,
1997). This theory describes in part the seismic attenuation of
the crust (Mitchell, 1995). A typical correlation length is 100 m,
and the standard deviation of the velocity fluctuations ranges
from 200 to 400 m/s.

The simulation of a stacked seismic section requires the cal-
culation of a set of common-shot experiments and application
of the standard processing sequence. To reduce computing
time, we compute a zero-offset stacked section, with a single
simulation, by using the exploding-reflector concept and
the so-called nonreflecting wave equation (Baysal et al.,
1984; Carcione et al., 1994). This nonphysical modification
of the wave equation implies a constant impedance model to
avoid multiple reflections, which are, in principle, absent from
stacked sections and constitute unwanted artifacts in migration
processes. In the exploding-reflector method, each reflection
point in the subsurface explodes at t = 0 with a magnitude
proportional to the normal-incidence reflection coefficient.
The nonreflecting equation is a modification of the wave equa-
tion, where the impedance is constant over the whole model
space. In this way, nonphysical multiple reflections are avoided
and the recorded events are primary reflections. The density is
used as a free parameter to obtain a constant impedance model
and avoid multiple reflections. The reflection strength is then
implicit in the source strength. Moreover, the method gener-
ates normal-incidence reflections, i.e., those having identical
downgoing and upgoing wavepaths. To obtain the two-way

Table 1. Source and acquisition parameters of CROP-03
seismic survey.

Source
Charge weight 15–30 kg
Hole depth 30–40 m
Shot interval 180 m
Shot pattern Single hole
Seismic line
Receivers 10-Hz geophones
Receivers per group 24
Number of groups 192
Group spacing 60 m
Minimum offset 30 m
Layout Split symmetric
Coverage 3200%

traveltime, the phase velocities are halved. Because of sam-
pling constraints, halving the velocities implies doubling the
number of gridpoints. We do not consider anisotropy and scat-
tering in this process. In the final phase of the modeling study,
we use the variable-density acoustic wave equation to compute
common-shot and common-offset synthetic surveys, which
are used to obtain the synthetic stacked time section using the
standard processing sequence. The verification of the geolog-
ical model by poststack migration constitutes an additional
test.

The numerical solver consists of the pseudospectral Fourier
method for computing the spatial derivatives and a second-
order leapfrog method for time integration (Carcione et al.,
1994). An averaging method, developed by Zeng and West
(1996), reduces spurious diffractions arising from an inappro-
priate modeling of curved and dipping interfaces (the so-called
staircase effect). It is based on a spatially weighted averaging
of the model properties.

THE MODELING METHOD

The wave equation

The variable-density wave equation for elliptically aniso-
tropic media is

ρc2 ∂

∂x

(
1
ρ

∂p

∂x

)
+ ρc2

3
∂

∂z

(
1
ρ

∂p

∂z

)
= ∂2 p

∂t2
+ f, (1)

where p(x, z, t) is the pressure field, ρ(x, z) is the material den-
sity, c(x, z) is the horizontal P-wave velocity, c3(x, z) is the ver-
tical P-wave velocity, and f (x, z, t) is the source. Equation (1)
is obtained by substituting the stress-strain relations −p =
ρc2

i εi , i = 1, 3, where εi are the strain components, into New-
ton’s equations, −∂iρ

−1∂i p = ε̈i , where ∂i is the spatial deriva-
tive with respect to x (i = 1) and z (i = 3) and the doble dot
denotes the second time derivative [see DeSanto (1992, p. 84)
for the isotropic version].

Assuming constant material properties, s = 0, and substi-
tuting the plane-wave kernel exp[iω(t − sxx − szz)], where ω
is the angular frequency and si are the slowness components,
into equation (1), we obtain the dispersion relation
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This is an ellipse with semiaxes 1/c and 1/c3. We assume that
the major semiaxis of the ellipse is vertical, that is, c3 ≤ c.
Seismic anisotropy A is usually reported in percentage terms
(e.g., Rudnick and Fountain, 1995):

A = 100
(

1− c3

c

)
. (3)

The isotropic case is obtained for c3 ≡ c.
We consider the source function

s(x, z, t) = δ(x − x0)δ(z− z0)h(t), (4)

where δ is Dirac’s delta, (x0, z0) is the source location, and h(t)
is the source time history. To derive the exploding-reflector
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isotropic wave equation with the nonreflecting, constant
impedance – condition, we assume that the acoustic impedance

I = ρc (5)

is constant throughout all of the model space. Using this con-
dition, equation (1) becomes
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(Baysal et al., 1984; Carcione et al., 1994). The normal-
incidence reflection coefficient is zero for this equation, and
it becomes the constant density wave equation when the ve-
locity is constant.

We place a source on each gridpoint (i, j ) defining the
interfaces

s(x, z, t) = Rδ(x − xi )δ(z− zj )h(t), (7)

where R is the normal-incidence reflection coefficient and
(xi , zj ) is the source location. The normal-incidence reflection
coefficient R is

R= I2 − I1

I1 + I2
(8)

(DeSanto, 1992, p. 5), where 1 and 2 denote the upper and
lower media.

The source

The time history of the source is
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In the frequency domain,
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where t0 is a delay, ω̄ = π fmax is the central angular frequency,
with fmax the cut-off frequency of the source, and 21ω is the
width of the pulse. Note that the convention for the inverse
Fourier transform is h(t)= ∫ h̃(ω) exp(−iωt)dω.

The source is implemented in one gridpoint in view of the
accuracy of the differential operators. Numerically, in 1-D
space and uniform grid spacing, the strength of a discrete
delta function in the spatial domain is 1/dx, where dx is
the grid size, since each spatial sample is represented by a
sinc function with argument πx/dx (the spatial integration
of this function is precisely dx). The introduction of the dis-
crete delta will alias the wavenumbers beyond the Nyquist
(π/dx) to the lower wavenumbers. However, if the source time
function h(t) is band-limited, the wavenumbers greater than
kmax = 2π fmax/cmin will be filtered, where cmin is the minimum
phase velocity.

Scattering effects

Let1c0 be the maximum deviation of the velocity field from
the background value c0. The velocity field at (x, z) is first

subjected to the variations (1c)r such that

−1c0 ≤ (1c)r ≤ 1c0, (11)

where (1c)r is obtained from a 2-D random generator and the
superindex r denotes random. (Random numbers between 0
and 1 are generated and then scaled to the interval [−1, 1]1c0.)

Small-scale P-wave velocity variations in the lithosphere is
well described by the von Kármán autocovariance function
(Frankel and Clayton, 1986; Holliger, 1997). The corresponding
wavenumber-domain power spectrum is

C(kx, kz) = K (1+ k2a2)−(ν+N/2), (12)

where k = √
k2

x + k2
z is the wavenumber, a is the correlation

length, ν (0 < ν < 1) is a self-similarity coefficient, K is a
normalization constant, and N is the Euclidean dimension. The
von Kármán correlation function describes self-affine, frac-
tal processes of fractal dimension N + 1 − ν at scale smaller
than a.

The velocity is then calculated as

c(x, z) = c0 ±1c(x, z), (13)

where

1̃c(kx, kz) = (1̃c)r (kx, kz)C(kx, kz), (14)

with (1̃c)r (kx, kz) being the Fourier transform of (1c)r (x, z).
(The tilde denotes the space Fourier transform.)

The numerical method

The spatial derivatives are computed by using the Fourier
method. The spectral coefficients are calculated with the fast
Fourier transform (FFT), based on a vectorized version of the
mixed-radii FFT (Carcione et al., 1994). This differential op-
erator is infinitely accurate up to the Nyquist wavenumber,
corresponding to a spatial wavelength of two gridpoints. This
means that if the source is band-limited, the algorithm is free
of spatial numerical dispersion and aliasing effects, provided
that the grid spacing is chosen dx ≤ cmin/(2 fmax).

The time integration of equations (1) and (6) is performed
with the following second-order differencing scheme:

ṗn+ 1
2 = ṗn− 1

2 − dt (Lṗn − sn) (15)

and

pn+1 = pn + dt ṗn+ 1
2 , (16)

where t = n dt, with n a natural number and dt the time step; ṗ
is the time derivative of the pressure; and L is the differential
operator of the left side of the wave equations [e.g., L = c∂i c∂i

in equation (6)].
Because the wave equation is linear, seismograms with dif-

ferent dominant frequencies and time histories can be imple-
mented by convolving h(t) with only one simulation obtained
with δ(t) as a source (a discrete delta with strength 1/dt).

EXAMPLE: THE ITALIAN DEEP CRUST

The location of the CROP-03 seismic line across the northern
Apennines is shown in Figure 1. Crustal settings and evolving
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sketches of the studied area are proposed by various authors
(D’Offizi et al., 1994; Vai, 1994; Ponziani et al., 1995). A com-
plete innovative reconstruction of the crustal tectonodynam-
ics of the whole northern Apennines, including the subduc-
tion of the Alpine Tethys, has been performed by Finetti et al.
(2001). According to this reconstruction, the Alpine system
began forming in the Upper Cretaceous as a result of the colli-
sion between Adria and Europe, with subduction of the Alpine
Tethys beneath the Adria plate (see Figures 3 and 7). The
northern Apennines mountain chain begun its development in
the Late Oligocene–Early Miocene when the Corso-Sardinian
block rotated counterclockwise and collided with the Adria
plate. A second Apenninic geodynamic stage took place from
the Middle–Upper Miocene to the present, with subduction of
the Ionian slab, opening of the Tyrrhenian Ocean, and forma-
tion of the highest mountains. A time section of line CROP-03
is displayed in Figures 2a and 2b (line drawing; the processing
technique is standard). The stronger seismic events are plot-
ted in Figure 2b. The numbers indicate the relative amplitude
of the events. The line drawing is, in principle, difficult to deter-
mine on the basis of the picture shown in Figure 2a. The iden-
tification of the main events is performed on a larger version
(1 m× 2 m). Moreover, a semblance-like procedure is used to
identify the coherent events and their relative amplitudes (see
discussion below). Figure 3 shows an interpretation of part of
the seismic section in Figure 2a (Finetti et al., 2001). The events
correspond to the major shear plane (K ), top of the lower crust
(L), Moho of the Adria plate (Ma), top of the subducted slab

FIG. 1. Location of the CROP-03 seismic line in the northern
Apennines.

Table 2. Acoustic properties. P-wave velocities, anisotropy parameter, density, autocorrelation distance, maximum velocity
perturbation and fractal number.

Layer Medium c (km/s) A (%) ρ (g/cm3) a (m) 1c0 (m/s) ν

1 Tertiary formations 3.5 0 2.5 — — —
2 Tuscan sequence 4.8 0 2.59 — — —
3 Triassic evaporites 6.0 0 2.7 — — —
4 Batholite 5.0 0 2.55 — — —
5 Upper crust 5.8 3 2.67 200 480 0.15
6 Lower crust 6.8 5 2.69 150 420 0.20
7 Upper mantle 8.0 6 3.28 300 640 0.18
8 Oceanic crust 7.0 7 3 — — —
9 Asthenosphere 7.8 3 3.18 400 620 0.15

of the Alpine Tethys (O), and Moho of the subducted Tethyan
slab (Mo). The K horizon in the upper crust corresponds to a
shear plane separating the brittle from the ductile crust.

The first phase of the modeling approach is to iteratively use
a zero-offset ray-tracing algorithm to obtain the location of the
geological interfaces. A first estimation of the seismic velocities
is obtained from prior geological and geophysical information
of the study area. The P-wave seismic-velocity values are taken
from various sources (e.g., Ponziani et al., 1995) and consider-
ing the data published by Christensen (1989), Rudnick and
Fountain (1995), and Brittan and Warner (1996). A first ver-
sion of the geological model is shown in Figure 4, where the
main zero-offset ray trajectories are indicated. Because of the
limitations of the ray-tracing algorithm, structures such as fault
planes cannot be simulated.

The zero-offset (stacked) section is approximated by using
exploding-reflector simulations. In the exploding-reflector al-
gorithm the source strength is proportional to the reflection
coefficient, which is proportional to the acoustic-impedance
contrast. Thus, the density of each layer is obtained by using the
relative amplitudes indicated in Figure 2b. To obtain these am-
plitudes, the data have been corrected for geometrical spread-
ing and attenuation (using a quality factor of 100). Then, each
event is windowed and the amplitude is obtained as the arith-
metic average of the sum of the peak amplitude of the traces.
We also consider the values provided by Rudnick and Fountain
(1995). Our calculations agree with the gravity model proposed
by Larocchi et al. (1998). The mesh has 1200× 720 points, with
a grid spacing of 72 m. To avoid wraparound, absorbing strips
40 gridpoints long are implemented at the boundaries of the
numerical mesh. The dominant frequency of the source is 6 Hz,
and the wavefield is computed by using a time step of 1 ms.

The geological model is shown in Figure 5 (see Table 2)
(anisotropy and scattering effects are not taken into account
in this phase). Figure 6 shows the exploding-reflector seismic
section. The improvement over the model shown in Figure 4
consists of the inclusion of fault planes based on the presence
of diffraction events. The interpreter plays an important role in
the phase, integrating prior knowledge of the regional tectonic
features (Finetti et al., 2001). Part of the CROP-03 profile is
located near a geothermal field where relatively high heat flow
and geothermal gradients are expected. However, it is difficult
to determine the effects of temperature on the seismic veloci-
ties. Typical velocity gradients are 0.05–0.5 (m/s)oC−1 (Brittan
and Warner, 1996; Gualtieri and Zappone, 1998). Thus, a dif-
ference of 200oC implies velocity changes of 10–100 m/s, which
are in many cases less than the experimental error obtained
with seismic methods (Brittan and Warner, 1996).
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Figure 7 shows the same geological section of Figure 5, with
an interpretation of the fault planes on the basis of the pre-
ceding information and prior regional geological information
(Finetti et al., 2001). This section of the CROP-03 profile shows
a compressive deformation system which involves all of the
lithospheric units. We distinguish an east-verging compressive
regime involving the first three sedimentary layers and part of
the upper crust. Below the K horizon, we can also see a series
of west-verging thrust faults affecting the lower crust and the
upper mantle, associated with the co-Alpine stage during the
subduction of the Alpine Tethys (Finetti et al., 2001). The K
horizon, which divides the two opposite fault verging polarities,
is a reflector characterized by high amplitude and locally dis-
playing bright-spot features, very likely from fluid saturation.

FIG. 2. (a) CROP-03 seismic line and (b) schematic line
drawing. The numbers indicate the relative amplitude of
the events. The K horizon in the upper crust is indicated.

Eastward-dipping reflectors at about 9 s (two-way traveltime)
in the west part of the section—going to about 16 s below CDP
2000—have been identified as the subducted Alpine Tethyan.
In the deeper part of the section we identify a few reflections
attributed to the asthenosphere.

In the following, we consider anisotropy and scattering
effects, according to the values given in Table 2. Since the wave-
front is elliptical, the moveout velocity is the velocity for a wave
traveling in the horizontal direction, that is, c. This is the veloc-
ity obtained from surface measurements (Levin, 1978). Figure 8
shows the perturbation of the velocity field (1c(x, z)) of a rep-
resentative part of the upper mantle. To simulate tenfold CMP
acquisition, 100 commom shots with 80 split-symmetric chan-
nels are computed. The shot interval is 576 m, and the group



Seismic Modeling of the Earth’s Deep Crust 661

spacing is 144 m. The mesh has 600 × 360 points, a grid spac-
ing of 144 m, and 40 gridpoints for each absorbing strip. The
positions of the first and last shots are x = 0 and x = 60 km,
respectively.

Figure 9 shows a common-shot gather, where the indices de-
note the reflection events generated at the different interfaces
indicated in Figure 5 and 7b. In this case, all of the traces of
the numerical mesh are shown in the seismogram. Figure 10
shows two common-offset sections, corresponding to the near
(a) and far (b) offsets. They resemble the stacked section—in
particular, the near-offset section. The stacked section and its
poststacked time migration are displayed in Figures 11a and
11b, respectively. The time migration algorithm uses the in-
terval velocities of the NMO velocity panels. The location of
the events in the unmigrated section agree fairly well with
the interpretation shown in Figure 3, and the migrated sec-
tion is in good agreement with the model shown in Figure 7a.
Note the migration of the batholite diffraction to a diffraction
point (below 17 km) and the removal of the event correspond-
ing to the oceanic slab (layer 8) [this reflector is outside the
model (see Figure 7b)]. The results allow us to conclude with
confidence that the interpreted events correspond to primary
reflections.

CONCLUSIONS

Synthetic seismograms are useful in recognizing patterns as-
sociated with different types of structures and predicting some
of the drawbacks when interpreting migrated and unmigrated

FIG. 3. Interpretation of part of the seismic section shown in Figure 2a (Finetti et al., 2001). The events correspond
to the major shear plane (K ), top of lower crust (L), Moho of Adria plate (Ma), top of subducted slab of Alpine
Tethys (O), and Moho of subducted Tethyan slab (Mo).

sections of a given complex structure. We show in this work
how to use seismic modeling methods to validate the interpre-
tation of deep-crust seismic sections. The procedure involves
the following:

1) line drawing to identify the location and strength of the
main events,

2) ray tracing to generate a first version of the geological
model in terms of seismic velocities,

FIG. 4. First version of the geological model obtained from
zero-offset ray tracing. The zero-offset raypaths are indicated.
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3) exploding-reflector experiments to generate a geologi-
cal model in terms of seismic velocity and mass den-
sity (anisotropy and scattering are not considered in this
phase),

4) refining the model on the basis of prior geological and
geophysical information (inclusions of fault planes, etc.),
and

5) computation of common shots and stacking of the syn-
thetic data to verify the presence of the primary reflec-
tions (anisotropy and scattering losses are considered in
this phase).

The model is further improved by considering random het-
erogeneities, which characterize the seismic response of the
crust and mantle at different scales. The result is a complete
characterization of the geological setting, with the possibility
of calculating realistic common-shot seismograms to further
investigate and improve the interpretation of the different ge-
ological structures.

It is important to point out that the modeling methodology
is used to verify the geological model obtained in the interpre-
tation phase. This process relies on the ability and knowledge

FIG. 5. Geological model in terms of seismic velocity and
mass density, used for the exploding-reflector simulations. The
numbers refer to layers in Table 2.

FIG. 6. Exploding-reflector response of the model displayed in
Figure 5.

FIG. 7. Seismogeological section, in (a) two-way traveltime and
(b) depth, after a reinterpretation on the basis of ray-tracing
results, exploding-reflector simulations, and prior geological
information. The numbers refer to the layers in Table 2.

FIG.8. Velocity field perturbations for part of the upper mantle,
obtained from the von Kármán autocovariance function (see
Table 2).
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FIG. 9. Common-shot gather corresponding to the model
shown in Figure 5. The labels denote the reflection events gen-
erated at the interfaces indicated in Figure 7. The source is
located at x= 0. The numbers refer to the layers in Table 2.

FIG. 10. (a) Near-offset and (b) far-offset sections correspond-
ing to the model shown in Figure 5.

FIG. 11. (a) Stacked and (b) time-migrated sections corre-
sponding to the model shown in Figure 5. These sections give
clear evidence of compressive tectonism: east verging above
the K horizon and west verging below this reflector. The events
correspond to the major shear plane (K ), top of lower crust (L),
Moho of Adria plate (Ma), top of subducted slab of Alpine
Tethys (O), and Moho of subducted Tethyan slab (Mo).

of the interpreter on the basis prior knowledge of the main
tectonic characteristics of the study area.
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