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Abstract—We present a new petro-elastical and numerical-simulation methodology to compute

synthetic seismograms for reservoirs subject to CO2 sequestration. The petro-elastical equations model the

seismic properties of reservoir rocks saturated with CO2, methane, oil and brine. The gas properties are

obtained from the van der Waals equation and we take into account the absorption of gas by oil and brine,

as a function of the in situ pore pressure and temperature. The dry-rock bulk and shear moduli can be

obtained either by calibration from real data or by using rock-physics models based on the Hertz-Mindlin

and Hashin-Shtrikman theories. Mesoscopic attenuation due to fluids effects is quantified by using White’s

model of patchy saturation, and the wet-rock velocities are calculated with Gassmann equations by using

an effective fluid modulus to describe the velocities predicted by White’s model. The simulations are

performed with a poro-viscoelastic modeling code based on Biot’s theory, where viscoelasticity is described

by generalizing the solid/fluid coupling modulus to a relaxation function. Using the pseudo-spectral

method, which allows general material variability, a complete and accurate characterization of the

reservoir can be obtained. A simulation, that considers the Utsira sand of the North Sea, illustrates the

methodology.
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Introduction

Fossil-fuel combustion generates in excess of 27 billion tons of carbon dioxide

(CO2) per year, which is mainly discharged into the atmosphere. There is evidence

that this concentration of CO2 has increased the atmosphere temperature by 0.3–

0.6�C during the last 150 years (LEDLEY et al., 1999). To solve this problem,

geological sequestration is an immediate option. The possibilities are injection into

hydrocarbon reservoirs, methane-bearing coal beds and saline aquifers. An example

of the latter is the Sleipner field in the North Sea (ARTS et al., 2004), where CO2 is

stored in the Utsira formation, a highly permeable porous sandstone 800 m below

the sea bottom (FÆRSETH, 1996; CARCIONE and TINIVELLA, 2001). Carbon dioxide

stored in saline aquifers has some advantages, because it does not require structural
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and stratigraphic trap geometries. The storage can be hydrodynamic as dissolved

CO2 in the formation waters. However, the disposal should be made at

supercritical pressures to avoid the presence of the gas phase, with the minimum

aquifer depth of nearly 1 km (the critical pressure and temperature of CO2 are 7.4

MPa and 31�C, respectively).1 As noted by OLDENBURG (2003), the density change

of CO2 is large in the transition from gaseous to supercritical conditions, and can

approach that of liquid water. Instead, pure CH4 (methane, hydrocarbon gas)

exhibits no such drastic change. Also, the viscosity of CO2 is low but always higher

than the CH4 viscosity.

The effects of pore pressure on the frame of the host rock and the contrast

between the acoustic properties of oil and brine and those of CO2 are the main

factors to detect and monitor the presence of CO2. WANG et al. (1998) measured a

pore pressure increase from 8 to 16 MPa due to CO2 flooding at the McElroy field

in West Texas. XUE and OHSUMI (2004) performed laboratory experiments and

measured a P-wave velocity change of 6% caused by gaseous CO2 injection and

10% due to supercritical CO2 injection. Moreover, there may be reactions with

native minerals, particularly the generation of carbonates (KASZUBA et al., 2003).

PREUSS et al. (2001) found that the amount of CO2 that may be sequestered by

precipitation of secondary carbonates (mainly calcite and dolomite) is comparable

to the amount of CO2 dissolved in pore waters. In this case, the generation of

carbonates may increase the dry-rock moduli by increasing cementation and

decreasing porosity. These variations may indicate that seismic methods can be

used to detect and monitor the presence and movement of carbon dioxide in the

subsurface.

Firstly, we define the fluid properties as a function of pressure and temperature,

with the gas acoustic properties obtained from the real-gas van der Waals equation.

We take into account the possibility that CH4 and CO2 can go into solution in the

oil and brine. This process affects the saturation of the gaseous phases and the

density and bulk moduli of the liquid phases. Secondly, we obtain the dry-rock

moduli as a function of effective pressure, being the main acoustic properties

affected by pore pressure changes. The wet-rock moduli and velocities are obtained

by using Gassmann’s equations, and the seismic modeling (synthetic seismograms)

is based on Biot’s theory of poroelasticity, including attenuation described by

viscoelasticity and White’s model of patchy saturation (e.g, MAVKO et al., 1998;

CARCIONE, 2001). The poro-viscoelastic equations are solved with an algorithm

developed by CARCIONE and HELLE (1999), which uses a fourth-order Runge-Kutta

time-stepping scheme and the staggered Fourier method for computing the spatial

derivatives.

11 MPa = 10 bar = 145.04 psi = 9.87 atm.
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Acoustic Properties of the Fluids

The properties of the fluids involved in the sequestration process (CO2,

hydrocarbon gas, oil, and brine) depend on temperature and pressure, which in

turn depend on depth z. A simple (reference) situation is to consider a constant

geothermal gradient, G, such that the temperature variation with depth is

T ¼ T0 þ Gz; ð1Þ

where T0 is the surface temperature (typical values of G range from 20 to 30�C/km).

The pore pressure p at depth z depends on many factors, most of them of geological

nature, such as low-permeability regions, sealing faults and hydrocarbons caps,

which prevent pressure equilibration (communication) from the reservoir to the

surface. The simplest case is when there are no permeability barriers and the fluid

(say, water) is free to flow from depth z to the surface. In this case, the pore pressure

is hydrostatic and is given by

p ¼ qwgz; ð2Þ

where qw is the water density and g is the acceleration of gravity. With qw ¼ 1g/cm3,

the pore pressure ranges from 0 MPa at the surface to 30 MPa at 3 km depth.

Properties of Hydrocarbon Gas and CO2

In situ reservoir gas behaves as a real gas, which satisfies approximately the van

der Waals equation (FRIEDMAN, 1963):

ðp þ aq2
gÞð1� bqgÞ ¼ qgRðT þ 273Þ; ð3Þ

where p is the gas pressure, qg is the gas density and R ¼ 8:31 J/(mol �K) is the gas

constant.

For CO2, a ¼ 0:359 ðPa m3=moleÞ2 ¼ 185:43 Pa ðm3=kgÞ2 and b ¼ 42:7 cm3=mole

¼ 0:97� 10�3 m3=kg (one mole of CO2 corresponds to 44 g). The critical pressure and

temperature are 7.4 MPa and 31�C, respectively. For CH4, a ¼ 0:225 Pa

ðm3=moleÞ2 ¼ 879:9 Pa ðm3=kgÞ2 and b ¼ 42:7 cm3=mole ¼ 2:675� 10�3 m3=kg

(one mole of methane corresponds to 16 g). The critical pressure and temperature

are 4.6MPa and�82:7�C, respectively. Equation (3) gives the gas density as a function

of pressure and temperature which can be related to depth, if we assume that the gas

pressure is equal to the expected formation pressure.

The isothermal gas compressibility cT depends on pressure. It can be calculated

from the van der Waals equation using

cT ¼
1

qg

@qg

@p
; ð4Þ

which gives
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cT ¼
qgRðT þ 273Þ
ð1� bqgÞ2

� 2aq2
g

" #�1
: ð5Þ

For sound waves below 1 GHz or so, it is a better approximation to assume that the

compression is adiabatic, i.e., that the entropy content of the gas remains nearly

constant during the compression (MORSE and INGARD, 1986). Adiabatic compress-

ibility cS is related to isothermal compressibility cT by cS ¼ cT=c, where c is the heat

capacity ratio at constant pressure, which depends on measurable quantities (MORSE

and INGARD, 1986). For polyatomic gases we may use the approximation c � 4=3. In

this case, the gas bulk modulus can be expressed as

Kg ¼
1

cS
¼ 4

3cT
: ð6Þ

It can be shown that equation (3) can be a good approximation to the behavior of

natural gas and carbon dioxide (i.e., multi-component gases), since the differences

between the experimental data — as represented by Standing’s results (STANDING,

1952) — and the van der Waals results are only about 15% over the depths of

interests. Alternative expressions for the acoustic properties of gases can be found in

BATZLE and WANG (1992) and SPAN and WAGNER (1996).

Properties of Oil and Brine

The liquid properties depend on temperature and pressure, and on API number

and salinity, if the fluid is oil or water, respectively. BATZLE and WANG (1992) and

MAVKO et al. (1998, pp. 214–220) provide a series of useful empirical relations

between the state variables and velocity and density. For completeness we state these

relations here. The equations are limited to the pressures and temperatures of the

experiments made by BATZLE and WANG (1992) (around 60 MPa and 100�C).

Oil density (in g/cm3) versus temperature T (in �C) and pressure p (in MPa) can

be expressed as

qo ¼
q0 þ ð0:00277p � 1:71� 10�7p3Þðq0 � 1:15Þ2 þ 3:49� 10�4p

0:972þ 3:81� 10�4ðT þ 17:78Þ1:175
; ð7Þ

where q0 is the density at 15:6�C and atmospheric pressure. This density is related to

API gravity by

API ¼ 141:5

q0

� 131:5: ð8Þ

The expression relating wave velocity of dead oil (oil with no dissolved gas) to

pressure, temperature and API gravity is

Vo ¼ 15450ð77:1þAPIÞ�1=2 � 3:7 T þ 4:64p þ 0:0115ð0:36 API1=2 � 1ÞTp; ð9Þ
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where Vo is given in m/s and p in MPa. Using these relationships, we obtain the oil

bulk modulus as Ko ¼ qoV 2
o .

The density of brine in g/cm3 is given by

qB ¼ qw þ Sf0:668þ 0:44S þ 10�6

½300p � 2400pS þ T ð80þ 3T � 3300S � 13p þ 47pSÞ�g;
ð10Þ

with

qw ¼ 1þ 10�6
�
� 80T � 3:3T 2 þ 0:00175T 3 þ 489p � 2Tp

þ 0:016T 2p � 1:3� 10�5T 3p � 0:333p2 � 0:002Tp2
�
;

ð11Þ

where S is the weight fraction (ppm/1000000) of sodium chloride. Finally, the

velocity function for brine is

VB ¼ Vw þ Sð1170� 9:6T þ 0:055T 2 � 8:5� 10�5T 3 þ 2:6p � 0:0029Tp � 0:0476p2Þ
þ S1:5ð780� 10p þ 0:16p2Þ � 1820S2;

ð12Þ

where Vw is the velocity of pure water given by

Vw ¼
X4
i¼0

X3
j¼0

wijT ipj; ð13Þ

with constants wij given in Table 1. The same units, introduced before, are used here

and in the rest of the paper. Using these relationships, we get the brine bulk modulus

as KB ¼ qBV 2
B .

Gas Absorbed by Oil and Brine

Part of the hydrocarbon gas and CO2 can dissolve in oil and the rest remains as

free gas. This process generates live oil, which has different properties of the original

(dead) oil. The process is illustrated in Figure 1. The injected gas displaces part of the

Table 1

Coefficients for water-properties calculation

w00 ¼ 1402:85 w02 ¼ 3:437� 10�3

w10 ¼ 4:871 w12 ¼ 1:739� 10�4

w20 ¼ �0:04783 w22 ¼ �2:135� 10�6

w30 ¼ 1:487� 10�4 w32 ¼ �1:455� 10�8

w40 ¼ �2:197� 10�7 w42 ¼ 5:230� 10�11

w01 ¼ 1:524 w03 ¼ �1:197� 10�5

w11 ¼ �0:0111 w13 ¼ �1:628� 10�6

w21 ¼ 2:747� 10�4 w23 ¼ 1:237� 10�8

w31 ¼ �6:503� 10�7 w33 ¼ 1:327� 10�10

w41 ¼ 7:987� 10�10 w43 ¼ �4:614� 10�13
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dead oil, such that at stage 1 there is a gas volume vg ¼ vg1 þ vg2, with vg1 going

immediately into solution and vg2 remaining as free gas (stage 2).

The volume ratio of liberated gas to remaining oil at atmospheric pressure and

15:6�C is

RG ¼ 2:03 Gr½p expð0:02878 API� 0:00377 T Þ�1:205; ð14Þ

where Gr is the hydrocarbon gas or CO2 gravity (0.56 and 1.51, respectively); RG,

given in liters of gas/liters of oil, represents the maximum amount of gas that can be

dissolved in the oil (BATZLE and WANG, 1992). Although RG corresponds to pressure

p and temperature T , it is given at atmospheric conditions. From a mass balance, the

equivalent ratio at depth z is

R0G ¼
qgs

qg

 !
qo

qos

� �
RG ¼

vg1

vo
ð15Þ

where qgs, qos and qg, qo are the gas and oil densities at the surface and at depth z,
respectively, and vo is the volume of dead oil. The gas densities can be computed from

the van der Waals equation (3).

Let us now obtain the properties of the liquid-gas mixture considering absorption

of gas by the liquid. First, let us assume that the oil has absorbed the maximum

amount of gas, i.e., there is free gas in the pore space. The saturation of gas before the

absorption (stage 1) is equal to

Sg ¼
vg

vo þ vg
; ð16Þ

Figure 1

Absorption of gas by dead oil.
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where vg ¼ vg1 þ vg2 (see Fig. 1). A critical saturation Sgc can be obtained when

vg2 ¼ 0, or vg ¼ vg1; from equation (16), vg ¼ voSg=ð1� SgÞ, and using equation (15),

we obtain

Sgc ¼
R0G

1þ R0G
: ð17Þ

When Sg � Sgc, part of the gas is dissolved in the oil and the rest is in the form of free

gas. In this case, the oil absorbs the maximum quantity of gas. It can be shown by

using equation (16) that after the absorption, the final free-gas saturation (i.e.,

vg2=ðvg2 þ voÞÞ is given by

sg ¼
Sg � Sgc

1� Sgc
; Sg � Sgc: ð18Þ

The sound velocity of the saturated live oil, Vlos, is calculated by using a pseudo-

density q0 based on the expansion caused by gas intake,

q0 ¼ q0

B0
ð1þ 0:001 RGÞ�1 ð19Þ

(BATZLE and WANG, 1992). In order to obtain Vlos, the density q0 should be

substituted by q0 in equations (8) and (9). Then, the live-oil bulk modulus is

Klos ¼ qloV 2
los, where

qlo ¼ qG þ ð0:00277p � 1:71� 10�7p3Þðq0 � 1:15Þ2 þ 3:49� 10�4p; ð20Þ
qG ¼ ðq0 þ 0:0012 GrRGÞ=B0 ð21Þ

is the saturation density, and

B0 ¼ 0:972þ 0:00038 2:4 RG
Gr

q0

� �1=2

þT þ 17:8

" #1:175
ð22Þ

is the oil volume factor (BATZLE and WANG, 1992).2

When Sg < Sgc, all the gas goes into solution, but the oil is not saturated since it

absorbs less than R0G liters of gas; it absorbs ðSg=SgcÞR0G. In this case, the velocity Vlo

of live oil is obtained by substituting RG by ðSg=SgcÞRG in equations (19) and (9). The

bulk modulus is Klo ¼ qloV 2
lo, where qlo is given by equation (20), with RG replaced by

ðSg=SgcÞRG in equations (21) and (22).

The amount of gas that can be dissolved in brine is much less than that in light

oils. For temperatures below 250�C, the maximum amount of dissolved methane (at

room pressure and temperature) is

2When computing the density of live oil, the temperature effect was considered twice in BATZLE and

WANG (1992): in B0 and in their equation (19) (M. Batzle, personal communication). Equation (20) gives

the correct density.
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log10ðRGÞ ¼ log10f0:712pjT � 76:71j1:5 þ 3676p0:64g � 4� 7:786SðT þ 17:78Þ�0:306

ð23Þ

(BATZLE and WANG, 1992). As before, we consider the equivalent ratio R0G, so that

R0G ¼
qgs

qg

 !
qw

qws

� �
RG; ð24Þ

where qws and qw are the density of water at the surface and depth z, respectively.
This defines a critical saturation (17) and a real saturation (18).

Recent experimental data indicate that gas in solution in brine has no effect on

the bulk modulus (M. Batzle, personal communication). To obtain the brine density

with dissolved gas, we note that the maximum dissolved-gas mass per unit volume at

depth z is qgR0G. Then, the correction to the brine density is

qB ! qB þ qgR0G; Sg > Sgc;

qB ! qB þ qgR0G
Sg

Sgc

� �
; Sg � Sgc:

ð25Þ

We assume the same equations for CH4 and CO2.

Effective Fluid Model

The mixture of gas (CH4 or CO2) with live oil or brine behaves as a composite

fluid with properties depending on the stiffness moduli of the constituents and their

respective saturations, sg and sl, where l – denoting ‘‘liquid’’ – refers either to live oil

or to brine. We obtain the properties of the gas-liquid mixture by using Wood’s

model (MAVKO et al., 1998). The bulk modulus is

Kf ¼ ðsgK�1g þ slK�1l Þ
�1; ð26Þ

where sl ¼ 1� sg.

When the fluids are not mixed in the pore volume, but distributed in patches,

the effective bulk modulus of the fluid at high frequencies is higher than that

predicted by Wood’s model. To obtain the bulk modulus of the gas-liquid

mixture, we use an empirical law introduced by BRIE et al. (1995). The effective

bulk modulus is given by

Kf ¼ ðKl � KgÞse
l þ Kg; ð27Þ

where e is an empirical parameter This equation fits data from the seismic to the

ultrasonic band, particularly, the sonic-band values provided by BRIE et al. (1995).

Equation (27) gives Voigt’s mixing law for e ¼ 1 and an approximation to Wood’s

model for e ¼ 40. In order to quantify the exponent e on physical ground, we use

White’s model of patchy saturation (WHITE, 1975; MAVKO et al., 1998; CARCIONE

et al., 2003a,b). It is assumed that the medium has patches of CO2 in a brine
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saturated background, where brine has absorbed the maximum amount of CO2.

White’s model describes wave velocity and attenuation as a function of frequency,

patch size, permeability and viscosity. Attenuation and velocity dispersion is caused

by fluid flow between patches of different pore pressures. The critical fluid diffusion

relaxation scale is proportional to the square-root of the ratio permeability to

frequency. At seismic frequencies the length scale is very large, and the pressure is

nearly uniform throughout the medium, however as frequency increases, pore

pressure differences can cause an important increase in P-wave velocity (see the

appendix).

The density of the gas-liquid mixture is simply

qf ¼ sgqg þ slql: ð28Þ

For modeling purposes, the fluid viscosity of the mixture is

gf ¼ gg
gl

gg

 !sl

ð29Þ

(TEJA and RICE, 1981). The viscosity of oil and brine is obtained by using the

equations given in BATZLE and WANG (1992). We also make use of the book by

POLING et al. (2001), in which the properties of gases and liquids are given in detail.

No dependence of viscosity versus dissolved-gas content is assumed.

Dry-Rock Bulk and Shear Moduli

The behavior of the dry frame (or skeleton) as a function of the confining and

pore pressures is a key acoustic property of the rock. The dry-rock moduli as a

function of depth and pressure are assumed to have the following general form

KmðpeÞ ¼ a0 þ a1pe þ a2 expð�pe=pKÞ ð30Þ

and

lmðpeÞ ¼ b0 þ b1pe þ b2 expð�pe=plÞ ð31Þ

(e.g., PRASAD and MANGHNANI, 1997; CARCIONE and TINIVELLA, 2001; KASELOW

and SHAPIRO, 2004), where ai, bi, pK and pl are constants and pe ¼ pc � np is the

effective pressure, with pc the confining pressure and n the effective-stress coefficient.

Km and lm have different coefficients; let us denote them by nK and nl, respectively. In

theory, these coefficients are equal to 1 for the dry-rock moduli (ZIMMERMAN, 1991,

p. 43; CARCIONE, 2001, p. 233), although under real conditions this value may not be

appropriate and calibration becomes necessary (e.g., GEI and CARCIONE, 2003). The

lithostatic or confining pressure pc can be obtained by integrating the density log as
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pc ¼ g
Z z

0

qðz0Þ dz0; ð32Þ

where q is the density of the overburden. The parameters in equations (30) and (31)

are obtained by calibration with sonic-log or laboratory data, as we shall see below.

Controlled laboratory experiments allow a precise determination of nk and nl, while

we assume that these coefficients are equal to one when using sonic-log velocities.

Another alternative is to use theoretical models, such as the Hertz-Mindlin model

(e.g., MAVKO et al., 1998) (see below).

Grain Properties

The presence of clay, calcite, dolomite, etc., modifies the effective bulk modulus of

the grains. That is, the grains are formed by a mixture of quartz and other n� 1

solids. We assume that Ks and ls are equal to the arithmetic average of the upper and

lower Hashin-Shtrikman bounds (HASHIN and SHTRIKMAN, 1963). Defining the solid

fractions by /i, the following relation hold

/þ
Xn

i¼1
/i ¼ 1: ð33Þ

The Hashin-Shtrikman upper (þ) and lower (�) bounds for the bulk and shear

moduli are

KHS� ¼ Kðl�Þ;
lHS� ¼ C½nðK�; l�Þ�;

ð34Þ

where

Kðl�Þ ¼
1

K þ 4
3 l�

* +�1
� 4

3
l�; ð35Þ

CðnÞ ¼ 1

lþ n

� ��1
� n; ð36Þ

nðK�; l�Þ ¼
l�
6

9K� þ 8l�
K� þ 2l�

� �
ð37Þ

(e.g., MAVKO et al., 1998), and the subscripts þ and � denote the maximum and

minimum moduli of the single constituents. The brackets h	i indicate an average over

the constituents weighted by their volume fractions. The density is simply the

arithmetic average of the densities of the single constituents weighted by the

corresponding volume fractions.
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Calibration with Laboratory Data

The parameters in equations (30) and (31) can be obtained from experiments

on dry samples by fitting the dry-rock moduli as a function of confining pressure,

while nK and nl are obtained from experiments on saturated samples for different

confining and pore pressures (e.g., PRASAD and MANGHNANI, 1997; CARCIONE and

GANGI, 2000; GEI and CARCIONE, 2003). If VP (dry) and VS(dry) are the

experimental compressional and shear velocities, the moduli are approximately

given by

Km ¼ ð1� /Þqs VP ðdryÞ2 �
4

3
VSðdryÞ2

� �
and

lm ¼ ð1� /ÞqsVSðdryÞ2; ð38Þ

where / is the porosity and qs is the grain density. We recall that Km is the rock

modulus at constant pore pressure, i.e., the case when the bulk modulus of the pore

fluid is negligible compared with the dry-rock bulk modulus, as for example air at

room conditions. Then, we perform experiments on saturated samples for different

confining and pore pressures, to obtain the effective stress coefficients nK and nl.

Because these experiments yield the P- and S-wave velocities, and the effective stress

coefficients of wave velocity and wave moduli may differ from each other, we obtain

nK and nl for the undrained (wet-rock) moduli

K ¼ q V 2
P �

4

3
V 2

S

� �
and l ¼ qV 2

S : ð39Þ

Having obtained all the constants, we replace pc by pe in the expressions of the dry-rock

moduli, to obtain them as a function of the confining and pore pressures.

Calibration with Sonic-log Data

The calibration with sonic-log data is less accurate than the calibration with

laboratory data. Firstly, it is difficult to evaluate the effective-stress coefficients. We

assume the theoretical values nK ¼ nl ¼ 1 and take a1 ¼ b1 ¼ 0 in equations (30) and

(31). The dry-rock moduli Km and lm are estimated from those parts of the sonic-log

profile where there is full water saturation. We use the inverse Gassmann’s equation

to obtain the bulk modulus at different calibration points:

Km ¼
ð/Ks=Kw þ 1� /ÞK � Ks

/Ks=Kw þ K=Ks � 1� /
ð40Þ

(e.g., CARCIONE, 2001, p. 225; GEI and CARCIONE, 2003), where K ¼ qV 2
P � ð4=3Þl is

the wet-rock modulus and Ks is the bulk modulus of the grains. The dry-rock moduli

is assumed to vary with depth as
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Km ¼ K1 � ðK1 � K0Þ expð�pd=pKÞ ð41Þ

and

lm ¼ l1 � ðl1 � l0Þ expð�pd=plÞ; ð42Þ

where pd ¼ pc � p is the differential pressure, assuming that the pore pressure is that

given by the drilling plan. The parameters are computed by fitting the sonic-log

moduli at the calibration points.

Theoretical Model

In the absence of calibration data, the classical model to obtain the dry-rock

moduli as a function of the effective (differential) pressure is the Hertz-Mindlin

contact theory, that considers spherical grains. The moduli at the critical porosity are

given by

Kmc ¼
C2ð1� /cÞ2l2

s pd

18p2ð1� msÞ2

" #1=3
ð43Þ

and

lmc ¼
5� 4ms

5ð2� msÞ
3C2ð1� /cÞ

2l2
s pd

2p2ð1� msÞ2

" #1=3
ð44Þ

(e.g., MAVKO et al., 1998), where ls is the shear modulus of the grains, ms is the

Poisson ratio of the grains, /c is the critical porosity and C is the average number of

contacts per spherical grain. The critical porosity is the porosity above which the

moduli are very small, i.e., the rock becomes a liquid suspension (/c = 0.36 for a

random dense pack of identical spherical grains). An approximate equation for C,

based on Murphy’s data (MURPHY, 1982), is C ¼ 2:8=/c.

Walton (WALTON, 1987; MAVKO et al., 1998) obtained a model for infinitely

rough spheres and ideally smooth spheres. The first is identical to the Hertz-Mindlin

model described above, and the second has the same bulk modulus of the Hertz-

Mindlin model but a different shear modulus, namely,

lmc ¼
3

5
Kmc ð45Þ

(note that this relation corresponds to a Poisson solid).

To obtain the dry-rock moduli, we may use different models depending on

whether the rock is consolidated or unconsolidated. In the first case, we use a Hill

average, i.e., an arithmetic average of the Voigt and Wood moduli:

Km ¼
1

2
ðKV þ KW Þ and lm ¼

1

2
ðlV þ lW Þ; ð46Þ
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where

KV ¼ ð1� /=/cÞKs þ ð/=/cÞKmc;
1

KW
¼ ð1� /=/cÞ

Ks
þ //c

Kmc
; ð47Þ

lV ¼ ð1� /=/cÞls þ ð/=/cÞlmc and
1

lW
¼ ð1� /=/cÞ

ls
þ /=/c

lmc
: ð48Þ

For unconsolidated rocks, we use the modified Hashin-Shtrikman lower bound

introduced by DVORKIN and NUR (1996), and used by HOVERSTEN et al. (2003) to

describe the effective dry-rock moduli of CO2 bearing rocks. In this case,

Km ¼ KðlmcÞ ð49Þ

and

lm ¼ C½nðKmc; lmcÞ� ð50Þ

(see equations (35) and (36)), where, as above, the mineral grain — defined by Ks and

ls — has a fraction 1� /=/c and the dry rock, defined by the critical moduli, has a

fraction /=/c.

Wet-Rock Compressional- and Shear-Wave Velocities

The low-frequency bulk modulus of the wet rock is given by Gassmann modulus

K ¼ Km þ a2M ; ð51Þ

where

a ¼ 1� Km

Ks
and M ¼ a� /

Ks
þ /

Kf

� ��1
ð52Þ

(e.g., CARCIONE, 2001, p. 225). The shear modulus of the wet rock is simply the

modulus of the dry rock, l ¼ lm. The P-wave and S-wave velocities (at low

frequencies) are then

VP ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K þ 4l=3

q

s
and VS ¼

ffiffiffi
l
q

r
; ð53Þ

where q is the bulk density, given by

q ¼ ð1� /Þqs þ /qf : ð54Þ

An alternative model to obtain the Gassmann modulus has been developed by

CARCIONE et al. (2005), who obtained the generalized modulus for a multi-phase

system consisting of n solids and a saturating fluid. Let us define the fraction of solid i
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by /i, such that satisfies equation (33), and the bulk modulus of solid i by Ki. The

bulk modulus is then given by

K ¼
Xn

i¼1
Kmi þ

Xn

i¼1
ai

 !2

M ; ð55Þ

where

ai ¼ bi �
Kmi

Ki
; ð56Þ

M ¼
Xn

i¼1

ai � bi/
Ki

þ /
Kf

 !�1
ð57Þ

and

bi ¼
/i

1� /
: ð58Þ

The dry-rock modulus of each solid phase is given by a modified Krief model:

Kmi ¼ ðKHS=vÞbiKið1� /ÞA=ð1�/Þ; i ¼ 1; . . . ; n; ð59Þ

where A is a dimensionless parameter, v ¼
Pn�1

i¼1 biKi is the Voigt average, and

KHS ¼ ðKHSþ þ KHS�Þ=2, where KHSþ and KHS� are the Hashin-Shtrikman (HS)

upper and lower bounds given by equation (34). In order to include the pressure

dependence, we assume that the porosity is given by

/ ¼ /0 expð�pd=p/Þ ð60Þ

(ATHY, 1930), where /0 is the porosity at zero differential pressure, for instance, the

rock at room conditions, and p/ is a constant. Note that bi should be constant for

variations of the differential pressure.

Numerical Seismic Modeling

We use a modeling algorithm based on Biot’s theory to generate the synthetic

seismograms (CARCIONE and HELLE, 1999). The equations are expressed in the

particle velocity-stress formulation. Viscoelasticity is introduced into Biot’s poro-

elastic equations (BIOT, 1962) for modeling a variety of dissipation mechanisms

related to the matrix-fluid interaction. One of these mechanisms is the mesoscopic

loss described by White’s model (WHITE, 1975; CARCIONE et al., 2003a,b; PRIDE et

al., 2004). Skeleton-fluid mechanisms are modeled by generalizing the coupling

modulus M (see equation (52)) to a time-dependent relaxation function.
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Let us denote by s the total stress components, by p the (incremental) fluid

pressure, by v and q the solid and fluid (relative to the solid) particle velocities, and by

s the external sources of stress (body forces). Let us define the (dry-rock) P-wave

modulus

E ¼ Km þ
4

3
lm; ð61Þ

and the composite dilatation field

� ¼ aðvx;x þ vz;zÞ þ qx;x þ qz;z; ð62Þ

where the subscript ‘‘x; x’’ denotes @=@x.
The constitutive equations for an inhomogeneous, isotropic and poro-viscoelastic

medium under plane-strain conditions are then given by

i) Biot-Euler’s dynamical equations:

sxx;x þ sxz;z ¼ qvx;t þ qf qx;t; ð63Þ

sxz;x þ szz;z ¼ qvz;t þ qf qz;t: ð64Þ

ii) Dynamic Darcy’s law:

�p;x ¼ qf vx;t þ mqx;t þ
gf

j
qx; ð65Þ

and

�p;z ¼ qf vz;t þ mqz;t þ
gf

j
qz; ð66Þ

where m ¼ Tqf =/, with T the tortuosity and j the permeability of the medium.

iii) Constitutive equations:

sxx;t ¼ Evx;x þ ðE � 2lmÞvz;z þ a M�þ
XL

l¼1
el

 !
þ sx; ð67Þ

szz;t ¼ ðE � 2lmÞvx;x þ Evz;z þ a M�þ
XL

l¼1
el

 !
þ sz; ð68Þ

sxz;t ¼ lmðvx;z þ vz;xÞ þ sxz ð69Þ

and

p;t ¼ � M�þ
XL

l¼1
el

 !
þ sf ; ð70Þ

where el; l ¼ 1; . . . ; L are memory variables.
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iv) Memory variable equations:

el;t ¼ �
1

srl
M Lþ

XL

m¼1
um

 !�1
ul�þ el

2
4

3
5; ð71Þ

for l ¼ 1; . . . ; L. where s�l and srl are sets of relaxation times, L is the number of

attenuation mechanisms and

ul ¼
s�l
srl
� 1: ð72Þ

The P-wave attenuation and velocity (the relaxation times and parameter e in

equation (27), respectively) are quantified by using White’s model (see next section).

An extension of the poroelastic code to the anisotropic case is available (CARCIONE,

1996), which can be useful to model effective (fine-layering), stress-induced

(compaction) and crack- or fracture-induced anisotropy. The inclusion of S-wave

attenuation can be performed by generalizing the shear modulus to a time-dependent

relaxation function (CARCIONE et al., 2004).

The computation of the spatial derivatives is performed with the staggered pseudo-

spectral technique, which is noise-free in the dynamic range where regular grids

generate artifacts that may have amplitudes similar to those of physical arrivals.

Physical Properties of CO2 Bearing Rocks

Using the van der Waals equation (3), we compute the sound velocity and

acoustic impedance of carbon dioxide and methane. The results are shown in

Figure 2. Methane has a higher sound velocity than carbon dioxide although the

impedance is lower for all pressures. This is due to the lower density of CH4. Below

the critical pressure (7.4 MPa), carbon dioxide is a gas. Sound velocity alone cannot

discriminate between gas and liquid in the pressure range [0,15] MPa; an evaluation

of the density is needed. Figure 3 shows the sound velocity (a) and acoustic

impedance (b) of brine and oil as a function of pressure. The variations are opposite.

Figure 4 shows the sound velocity (a) and acoustic impedance (b) for the brine-

CO2 and oil-CO2 mixtures as a function of the injected (initial) gas saturation Sg. The

depth is 800 m. The same plot for a depth of 3 km is represented in Figure 5. In both

cases, Wood’s equation (26) is used to obtain the bulk modulus of the mixtures. The

critical saturation for oil (53% in Figure 4 and 67% in Figure 5) is considerably

higher than that of brine, which is approximately 1%. Below the critical saturation

there is no free gas, and the mixture behaves as a liquid. Above the critical saturation,

a small amount of free gas implies a sudden drop in the velocity of the liquid-gas

mixture. This effect is less pronounced at 3 km. Figure 6 shows the same properties of

Figure 4 under the same conditions but using equation (27) to obtain the bulk
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modulus of the liquid-gas mixture. This model predicts higher velocities beyond the

critical saturation, in agreement with experimental data (CADORET et al., 1995 (lime

stones); KING et al., 2000 (sand stones)).

Let us now consider the Utsira sand of the North Sea (ARTS et al., 2004). A

typical sample has a porosity of 36% and contains 70% quartz, 10% feldspar, 5%

mica, 5% calcite, 5% clay and 5% illite. Using the average of the Hashin-Shtrikman

bounds (34), we obtain the mineral moduli Ks ¼ 40 GPa and ls ¼ 38 GPa, while the

density is qs ¼ 2600 kg/m3. For z ¼ 850 m, p ¼ 10:7 MPa, pc ¼ 18 MPa and
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Figure 2

Sound velocity (a) and acoustic impedance (b) for carbon dioxide (CO2) and methane (CH4) as a function

of pressure. Temperature and pressure are related by equations (1) and (2), with qw ¼ 1:04 g/cm3,

G ¼ 30�C/km and T0 ¼ 15�C.
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T ¼ 37�C, the CO2 properties are qg ¼ 505 kg/m3 and Kg ¼ 0:025 GPa, and the

brine properties (without dissolved gas) are qB ¼ 1032 kg/m3 and KB ¼ 2:61 GPa. To

compute the matrix moduli of the Utsira sand, we use a critical porosity /c ¼ 0:41,

Walton’s ‘‘smooth’’ model (equations (43) and (45)), and the modified Hashin-

Shtrikman lower bound (equations (49) and (50)), because the rock is unconsoli-

dated; we obtain Km ¼ 1:37 GPa and l ¼ 0:82 GPa, giving dry-rock P- and S-wave

velocities of 1220 m/s and 704 m/s, respectively. To quantify the exponent e in
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Figure 3

Sound velocity (a) and acoustic impedance (b) for brine and oil as a function of pressure. Temperature and

pressure are related by equations (1) and (2), with qw ¼ 1:04 g/cm3, G ¼ 30�C/km and T0 ¼ 15�C.
Moreover, S ¼ 50000 ppm and API gravity = 50.
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equation (27) and the quality factor, we use White’s model of patchy saturation (see

Appendix A), with b ¼ 0:1 m (size of the patches), f ¼ 30 Hz, g1 ¼ 0:0012 Pa s,

g2 ¼ 0:00002 Pa s, and j ¼ 1:6 D. A summary of the various properties that

characterize the sand is given in Table 2.

Figure 7 shows the P-wave velocity (a) and dissipation factor (b) versus brine

saturation of the sand filled with brine and CO2. These properties have been obtained

by using White’s model and Wood’s formula (26) to calculate the modulus of the
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Figure 4

Sound velocity (a) and acoustic impedance (b) for the brine-CO2 and oil-CO2 mixtures as a function of the

injected (initial) gas saturation Sg. The depth is 800 m, the temperature is 39�C and the pressure is 8 MPa.

Moreover, G ¼ 30�C/km, T0 ¼ 15�C, S ¼ 50000 ppm and API gravity = 50.
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pore-fluid mixture (curve denotes as Gassmann). The dotted curve corresponds to

Brie’s equation (27) with e ¼ 5, which provides a fairly good fit to White’s curve. The

attenuation, due to mesoscopic loss, is significant due to the characteristics of the

Utsira sand, i.e, high porosity, high permeability and low frame moduli. The S-wave

velocity (a) and density (b) of the Utsira sand as a function of brine saturation is

shown in Figure 8. The variation of the shear velocity is due to a density effect, since

the wet-rock shear modulus is equal to the dry-rock shear modulus. The

corresponding results for the Utsira sand partially saturated with oil and CO2 are
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Figure 5

Sound velocity (a) and acoustic impedance (b) for the brine-CO2 and oil-CO2 mixtures as a function of the

injected (initial) gas saturation. The depth is 3000 m, the temperature is 105�C and the pressure is 30 MPa.

Moreover, G ¼ 30�C/km, T0 ¼ 15�C, S ¼ 50000 ppm and API gravity = 50.
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shown in Figures 9 and 10. In this case e ¼ 1:2 is used to fit White’s curve. The

critical saturation is approximately 50%; below this value the pore fluid is a mixture

of gas and liquid. For comparsion, Figure 11 shows the same properties of Figure 9,

but with CH4 instead of CO2. In this case, we take e ¼ 1:6. As can be seen, the

velocity and the dissipation factor of the P wave are higher. On the other hand,

because the density of CH4 is considerably lower than the CO2 density, the shear-

wave velocity is higher below the critical gas saturation (plot not shown). These

differences, together with those of the P wave (nearly 100 m/s for velocity and a

factor of 3 for the dissipation factor) indicate that, at least for shallow depths, it is
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Figure 6

The same as in Figure 4, but using the Brie equation (27) with e ¼ 5 (patchy saturation) to obtain the bulk

modulus of the liquid-gas mixture beyond the critical saturation Sg.
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possible to distinguish between CO2 and CH4 saturated zones when the background

fluid is oil. In the case of brine, the differences are less.

Synthetic Seismograms

We consider an idealized geometrical and physical model of the Utsira formation,

with the purpose of illustrating the amplitude changes due to saturation differences

within the Utsira sand only, although the modeling methodology can be used to

describe any value of the physical properties at every cell of the mesh. The geological

model is given in Figure 12 (e.g., EIKEN et al., 2001). The numbers correspond to the

properties shown in Table 3 (number 3 is the Utsira sand). The presence of thin shale

layers (number 4) is the cause of different saturation values at different depths. We

consider one relaxation mechanism, whose relaxation times are obtained as

s� ¼
s0
Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Q2 þ 1

p
þ 1

� 	
and sr ¼

s0
Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Q2 þ 1

p
� 1

� 	
; ð73Þ

where s0 ¼ 1=ð2pf0Þ, and f0 is the center frequency of the relaxation peak, which is

taken here equal to the source dominant frequency.

The staggered grid has 300� 360 points, with a grid spacing of 5 m, and the

source is a Ricker-type wavelet with a dominant frequency of 50 Hz. Figure 13 shows

the synthetic seismic sections with 100% brine saturation (a) (before injection, with

the Utsira formation fully saturated with brine), with partial saturation (b) (as shown

Table 2

Material properties of the Utsira sand (z = 850 m, p = 10 MPa, T = 37�C)

Grain bulk modulus, Ks 40 GPa

shear modulus, ls 38 GPa

density, qs 2600 kg/m3

Frame bulk modulus, Km 1.37 GPa

shear modulus, lm 0.82 GPa

porosity, / 0.36

permeability, j 1.6 D

tortuosity, T 2.8

Brine density, qB 1032 kg/m3

viscosity, gB 0.0012 Pa s

bulk modulus, KB 2.61 GPa

Oil density, qo 776 kg/m3

viscosity, go 0.1 Pa s

bulk modulus, Ko 1.29 GPa

CH4 density, qg 79 kg/m3

viscosity, gg 0.0001 Pa s

bulk modulus, Kg 12.7 MPa

CO2 density, qg 505 kg/m3

viscosity, gg 0.00015 Pa s

bulk modulus, Kg 25 MPa
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in Fig. 12) and the difference section (c). Figure 13d shows the the post-injection

seismogram obtained without attenuation. The main reflections in Figure 13a arise

from the top and bottom of the Utsira formation and from the embedded shale

layers. The events are enhanced when the formation is partially saturated with CO2

(b), showing that the difference section (c) reveals the presence of the CO2, in

agreement with the features observed in the real data (EIKEN et al., 2001; CHADWICK

et al., 2002). Figure 13d indicates that modeling the poroelastic effects and
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Figure 7

P-wave velocity (a) and dissipation factor (b) of the Utsira sand versus brine saturation, obtained with

White’s model and using Wood’s formula (26) to describe the modulus of the CO2-brine mixture (curve

denote as Gassmann). The dotted curve corresponds to Brie’s equation (27), with e ¼ 5. The quality factor,

predicted by White’s model, is computed at 30 Hz.
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attenuation is important, since the amplitude differences with the seismogram of

Figure 13b are significant.

Conclusions

Time-lapse seismic technology is essential to detect and monitor the presence of

CO2 in geological formations. The success of the monitoring is subject to a correct

description of the physical properties of the CO2 bearing rocks. Using the petro-

physical model developed in this work, we conclude the following: 1. Methane has a

higher sound velocity than carbon dioxide however the impedance is lower for all
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S-wave velocity (a) and density (b) of the Utsira sand partially saturated with CO2 versus brine saturation.
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pressures. This is due to the lower density of CH4. Sound velocity alone cannot

discriminate between gas and liquid CO2 in the pressure range [0,15] MPa; an

evaluation of the density is needed. 2. The sound velocity and acoustic impedance of

brine increases with increasing pore pressure. Oil shows the opposite behavior. 3. The

sound velocity and acoustic impedance of the brine-CO2 and oil-CO2 mixtures as a

function of the injected (initial) gas saturation display very dissimilar behaviors at

shallow depths resulting because the critical saturation of oil is considerably higher

than the critical saturation of brine (below the critical saturation there is no free gas,
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Figure 9

P-wave velocity (a) and dissipation factor (b) of the Utsira sand versus oil saturation, obtained with

White’s model and using Wood’s formula (26) to describe the modulus of the CO2-oil mixture (curve

denote as Gassmann). The dotted curve corresponds to Brie’s equation (27), with e ¼ 1:2. The quality

factor, predicted by White’s model, is computed at 30 Hz.
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and the mixture behaves as a liquid). Beyond the critical saturation, a small amount

of free gas implies a sudden drop in the velocity of the liquid-gas mixture. This effect

is less pronounced at deeper depths. 4. For patchy saturation, the model predicts

higher velocities beyond the critical saturation.

The calculations for the shallow Utsira aquifer of the North Sea reveal that: 1.

The P-wave velocity discriminates between uniform and patchy saturation for brine

saturations above 60%. 2. The attenuation due to mesoscopic loss peaks at 80%

brine saturation. 3. The S-wave velocity decreases and the density increases with

increasing brine saturation. 4. The P-wave velocity discriminates between uniform

and patchy saturation for oil saturations between nearly 20 and 50%. 5. The

attenuation due to mesoscopic loss peaks at 5% oil saturation. 6. It is possible to
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Figure 10

S-wave velocity (a) and density (b) of the Utsira sand partially saturated with CO2 versus oil saturation.
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distinguish between CO2 and CH4 saturated zones when the background fluid is oil.

In the case of brine, the differences are smaller.

The poro-viscoelastic seismograms before and after CO2 injection show the

expected differences compared to the real data. Use of the present methodology

allows our direct control of the reservoir properties, such as, dry-rock moduli,

porosity, permeability and fluid properties, and in situ conditions such as pore

pressure and temperature.
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Figure 11

P-wave velocity (a) and dissipation factor (b) of the Utsira sand versus oil saturation, obtained with

White’s model and using Wood’s formula (26) to describe the modulus of the CH4-oil mixture (curve

denote as Gassmann). The dotted curve corresponds to Brie’s equation (27), with e ¼ 1:6. The quality

factor, predicted by White’s model, is computed at 30 Hz.
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Appendix A-White’s model

WHITE (1975) assumed spherical patches considerably larger than the grains but

much smaller than the wavelength. He developed the theory for a gas-filled sphere of

porous medium of radius a located inside a water-filled sphere of porous medium of

outer radius b ða < bÞ. Let us denote the saturation of gas and water by S1 and S2,

respectively. Then

S1 ¼
a3

b3
; S2 ¼ 1� S1: ðA-1Þ

The complex P-wave velocity is given by

Vc ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K þ 4lm=3

q

s
; ðA-2Þ
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Figure 12

Cross section of the geological model. The numbers correspond to the material properties indicated in

Table 3.
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where K is the complex bulk modulus (given below), lm is the dry-rock shear

modulus, q ¼ ð1� /Þqs þ /qf is the bulk density, qs is the grain density, and / is the

porosity. The density of the fluid mixture is

qf ¼ S1qf 1 þ ð1� S1Þqf 2; ðA-3Þ

where qf 1 and qf 2 are the densities of fluid 1 and fluid 2 (gas and water in White’s

theory).

Assuming that the dry-rock and grain moduli, and permeability, j, of the

different regions are the same, the complex bulk modulus as a function of frequency

is given by

K ¼ K1
1� K1W

; ðA-4Þ

where

Figure 13

Synthetic seismic sections with 100% brine saturation (before injection) (a), partial saturation (as shown in

Figure 12) (b), and difference section (c). Figure (d) depicts the seismogram with partial saturation and

without attenuation.
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W ¼ 3iajðR1 � R2Þ
b3xðg1Z1 � g2Z2Þ

KA1

K1
� KA2

K2

� �
;

R1 ¼
ðK1 � KmÞð3K2 þ 4lmÞ

K2ð3K1 þ 4lmÞ þ 4lmðK1 � K2ÞS1
;

R2 ¼
ðK2 � KmÞð3K1 þ 4lmÞ

K2ð3K1 þ 4lmÞ þ 4lmðK1 � K2ÞS1
;

Z1 ¼
1� expð�2c1aÞ

ðc1a� 1Þ þ ðc1aþ 1Þ expð�2c1aÞ ;

Z2 ¼
ðc2bþ 1Þ þ ðc2b� 1Þ exp½2c2ðb� aÞ�

ðc2bþ 1Þðc2a� 1Þ � ðc2b� 1Þðc2aþ 1Þ exp½2c2ðb� aÞ� ;

cj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ixgj=ðjKEjÞ

q
;

KEj ¼ 1� aKfjð1� Kj=KsÞ
/Kjð1� Kfj=KsÞ


 �
KAj;

KAj ¼
/

Kfj
þ 1

Ks
ða� /Þ


 ��1
; j ¼ 1; 2;

a ¼ 1� Km

Ks
;

ðA-5Þ

Ks is the bulk modulus of the grains, Kfj are the bulk moduli of the fluids, gj are the

fluid viscosities, and

K1 ¼
K2ð3K1 þ 4lmÞ þ 4lmðK1 � K2ÞS1

ð3K1 þ 4lmÞ � 3ðK1 � K2ÞS1
ðA-6Þ

is the — high frequency — bulk modulus when there is no fluid flow between the

patches. K1 and K2 are the — low frequency — Gassmann moduli which are given by

Kj ¼
Ks � Km þ /Km Ks=Kfj � 1

� �
1� /� Km=Ks þ /Ks=Kfj

; j ¼ 1; 2; ðA-7Þ

where Km is the dry-rock bulk modulus.

We should be aware of the limitations of the theory. For simplicity in the

calculations, White considers an outer sphere of radius b (b > a), instead of a cube.

Thus, the system consists of two concentric spheres, in which the volume of the outer

sphere is the sameas thevolumeof theoriginal cube.Theouter radius isb= l=ð4p=3Þ1=3,
where l is the size of the cube. The distance between pockets is l. When a ¼ l=2 the gas
pockets touch each other. This happenswhen S1 =p / 6=0.52. Therefore, for values of

the gas saturation higher than these critical value, or values of the water saturation

between 0 and 0.48, the theory is not rigorously valid. Another limitation to consider is

that the size of gas pockets should be decidedly smaller than the wavelength, i.e.,

a
 cr=f , where cr is a reference velocity and f is the frequency.
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