Validation of the boundary conditions to model the seismic response of fractures
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ABSTRACT
Fractures in fluid-saturated poroelastic media can be modeled as extremely thin, highly permeable, and compliant layers or by means of suitable boundary conditions that approximate the behavior of such thin layers. Since fracture apertures can be very small, the numerical simulations would require the use of extremely fine computational meshes and the use of boundary conditions would be required.

In this work, we study the validity of using boundary conditions to describe the seismic response of fractures. For this purpose, we compare the corresponding scattering coefficients to those obtained from a thin-layer representation. The boundary conditions are defined in terms of fracture apertures that, in the most general case, impose discontinuity of displacements, fluid pressures, and stresses across a fracture. Furthermore, discontinuities of either fluid pressures, stresses, or both can be removed, or displacement jumps proportional to the stresses and/or pressures can be expressed via shear and normal dry compliances in order to simplify.

In the examples, we vary the permeability, thickness, and porosity of the fracture and the type of fluid saturating the background medium and fractures. We observe good agreement of the scattering coefficients in the seismic range obtained with the two different approaches.

1 INTRODUCTION
Seismic wave propagation in fractured media is an active area of research, with applications in many fields such as hydrocarbon geophysics exploration, seismic monitoring of reservoir production, and mining among others. The modelling of fractures may be considered a special case of the thin-layer problem, where the fracture is represented by a very thin layer with high permeability and compliance (see Daley 2006; Kong et al. 2013; Lambert, Gurevich, and Brjanovski 2005; Nakagawa and Schoenberg 2007) among others.

There is a large number of works for a layer described by a single-phase (solid) case. For example, Widess (1973) and Bakke and Ursin (1998) considered the normal incidence case for a thin layer and Juhlin and Young (1993) studied amplitude-versus-offset effects of a thin layer, whereas the effect of the thickness of a sedimentary layer was investigated by Chung and Lawton (1995, 1996). Carcione (2001) computed the scattering response of a lossy layer having orthorhombic symmetry and embedded between two isotropic half-spaces, and Liu and Schmitt (2003) obtained the P-wave
reflection coefficient in isotropic lossless thin layer as a function of the incidence angle.

Several theories have appeared in the literature to model fractures by applying specific boundary conditions in the context of wave propagation phenomena. The linear-slip interface model (non-welded) for flat viscoelastic 2D fractures was proposed by Schoenberg (1980). This model imposes the continuity of the stresses and discontinuity of the displacements across the fracture. This model has been validated by laboratory experiments (Gu et al. 1996; Hsu and Schoenberg 1993; Pyrak-Nolte et al. 1990). The earlier studies considered the propagation of compressional and shear pulses in dry and wet fractured samples, and validated the linear slip theory. Moreover, Molotkov and Bakulin (1997) assumed thin fractures as an elastic medium to be very soft, in comparison with the frame.

Concerning wave propagation in fractured fluid-saturated poroelastic media, we denote the boundary conditions given by Bakulin and Molotkov (1997) and later by Nakagawa and Schoenberg (2007). In the latter work, several boundary conditions are developed, and the corresponding reflection and transmission (R–T) coefficients are computed and analysed. These boundary conditions first consider the most general case in which stresses, velocities, and fluid pressure may be discontinuous across a fracture, and later several simplified hypotheses lead to other forms of the boundary conditions, one of which reduces to that of Bakulin and Molotkov (1997).

In numerical simulations, modeling fractures as very thin layers would require the use of extremely fine computational meshes, and consequently, boundary conditions become a necessity. In this paper, we determine the frequency range in which the various boundary conditions given by Nakagawa and Schoenberg (2007) are valid to represent fractures in numerical simulation of waves in fractured poroelastic media. For this purpose, we compare the R–T coefficients of waves arriving to a plane fracture within a fluid-saturated porous medium represented either as a thin layer or as boundary conditions.

The calculation of the R-T coefficients for poroelastic media considering two interfaces is presented in the work of Wu, Xue, and Adler (1990), where the system is composed of a fluid-saturated porous solid plate immersed in fluid, and the results are compared with experimental data, and in those of Johnson, Koplik and Dashen (1994), Jocker and Smeulders (2009), and Fellah et al. (2013), where ultrasonic measurements are compared with numerical calculations in poroelastic slabs.

The calculation of the R–T coefficients at a very thin poroelastic layer separating two poroelastic half-spaces has been performed by Martinez et al. (2014). The results have been validated against limiting cases (elastic solid and inviscid fluids and zero layer thickness) and predict all the wave conversions, critical angles, and polarity changes.

In this work, we propose to use boundary conditions to model the seismic response of fractures. To validate the approach, we compare the scattering coefficients to those obtained with a thin layer. In the case of fractures represented as thin layers, the displacement fields are recast in terms of potentials, and the boundary conditions at the two interfaces impose continuity of the solid and fluid displacements, normal and shear stresses, and fluid pressure. The methodology is analogous to that presented by Santos et al. (1992), Rubino, Ravazzoli, and Santos (2006) and Carcione (2001, 2015). The results are verified for specific limiting cases with already published theoretical equations (Brekhovskikh 1980; Carcione 2015; Liu and Schmitt 2003; Pilant 1979; Santos et al. 1992). The problem is solved for all angles of incidence and a wide range of frequencies examining the effects of varying fracture porosity and different saturant fluids.

This paper is organized as follows. Biot’s theory is reviewed first. Then, we present the calculation of the R–T coefficients at a fracture separating two half-spaces, with the fracture represented first as a thin layer and then using three different boundary conditions approximating the acoustic response of such layer. Next, we compare the R–T coefficients for various cases (the different boundary conditions given by Nakagawa and Schoenberg (2007) and particular fluids within the fracture) and analyse their behavior as a function of frequency and incidence angle. We analyse the frequency range in which the R–T coefficients coincide for all approaches to represent fractures.

2 BIOT’S THEORY

We consider that both the background and fracture can be described as Biot medium, i.e., a porous solid saturated by a viscous compressible fluid, and assume that the whole aggregate is isotropic. Let U and Uf be the averaged displacement vectors of the solid and fluid parts of the medium, respectively, and let the averaged relative fluid displacement per unit volume of bulk material W be defined as

$$W = \phi (U_f - U), \quad (1)$$

where $\phi$ is the porosity.
Let $\epsilon_{ij}$ and $\sigma_{ij}$ and $P_f$ denote the strain and stress tensors, and fluid pressure respectively. Following Biot (1956, 1962), the stress-strain relations can be written as

$$\sigma_{ij} = 2\mu \epsilon_{ij} + \delta_{ij} \left( \lambda + \frac{2}{3} \mu \right) \nabla \cdot (\nabla \cdot \mathbf{U}) = -D \nabla \cdot \mathbf{U} - M \nabla \cdot \mathbf{W}, \quad i, j = 1, 2, 3,$$

$$P_f = -D \nabla \cdot \mathbf{U} - M \nabla \cdot \mathbf{W}$$  \hspace{1cm} (2)

where $\lambda$ and $\mu$ are the Lamé of the saturated rock. The grains are characterized by the density $\rho_s$, the bulk modulus $K_s$, and the shear modulus $\mu_s$, whereas the fluid is described by $\rho_f$, $K_f$, and viscosity $\eta$. The grains compose an elastic porous matrix with porosity $\phi$, permeability $\kappa$, bulk modulus $K_m$, and shear modulus $\mu_m$. The constants $\lambda$, $D$, and $M$ in equation (2) can be written as (Carcione 2015)

$$\alpha = 1 - \frac{K_m}{K_f}, \quad M = \left( \frac{\alpha - \phi}{K_f} + \frac{\phi}{K_f} \right)^{-1}, \quad D = \alpha M,$$

$$K_f = K_m + \alpha^2 M, \quad \lambda_c = K_s - \frac{2}{3} \mu,$$

where $K_s$ is the undrained bulk modulus.

Then, Biot’s equations of motion can be stated as:

$$\nabla \cdot \sigma + H_D \nabla (\nabla \cdot \mathbf{U}) - \mu \nabla \times (\nabla \times \mathbf{U}) = \frac{\partial^2 \mathbf{U}}{\partial t^2} + \frac{\partial \mathbf{F}}{\partial t} + \frac{\partial \mathbf{W}}{\partial t},$$

$$-\nabla P_f = D \nabla (\nabla \cdot \mathbf{U}) + M \nabla (\nabla \cdot \mathbf{W})$$

$$= \rho_f \frac{\partial^2 \mathbf{U}}{\partial t^2} + \frac{\partial \mathbf{F}}{\partial t} + b \frac{\partial \mathbf{W}}{\partial t},$$

where $H_D = \lambda_c + 2\mu$ and $b = (1 - \phi)\rho_s + \phi \rho_f$ is the mass density of the bulk material.

The mass and viscous coupling coefficients between the solid and fluid phases are denoted by $g$ and $b$ (Berryman 1980, 1982):

$$g = \frac{S\rho_f}{\phi}, \quad b = \frac{\eta}{\kappa}, \quad S = \frac{1}{2} \left( 1 + \frac{1}{\phi} \right),$$

with $S$ being the structure factor (tortuosity). In the high-frequency range, the coefficients $g$ and $b$ must be modified by employing a frequency-correction factor. Here, following Johnson et al. (1987), we set

$$b(\omega) = \text{Re} \left( \frac{\eta}{\kappa(\omega)} \right), \quad g(\omega) = \frac{1}{\omega} \text{Im} \left( \frac{\eta}{\kappa(\omega)} \right),$$

with $\kappa(\omega)$ denoting the dynamic permeability, which is a complex function defined by

$$\kappa(\omega) = \kappa_0 \left( 1 + \frac{4\omega}{n_i \omega_j} + \frac{i \omega}{\omega_j} \right)^{-1}.$$  \hspace{1cm} (7)

Here $\kappa_0$ is the absolute permeability, $n_i$ is a finite parameter determined by the pore geometry (Johnson et al. 1987), and $\omega_j$ is the viscous-boundary characteristic frequency given by $\omega_j = \eta \phi/(\kappa_0 \rho_f S)$.

A plane-wave analysis shows that, in porous fluid-saturated media, there are three types of waves: the Type-I wave that is the analogue of the classical fast-P wave propagating in elastic or viscoelastic isotropic solids, the Type-II...
Figure 2 Absolute values of the scattering coefficients for an incident Type I P-wave. The thickness of the fracture is \( h = 0.001 \text{ m} \). The curves labelled \( \text{NS07, Eq. 30} \) correspond to the boundary conditions given by Nakagawa and Schoenberg (2007), whereas the curves labeled \( \text{TL model} \) correspond to the thin layer model. (a) and (b) illustrate normal incidence versus frequency for fracture permeability \( \kappa_0 = 100 \text{ D} \) and \( \kappa_0 = 0.0001 \text{ D} \), respectively. At a frequency of 1000 Hz, (c) and (d) show the coefficients versus the incidence angle for fracture permeability \( \kappa_0 = 100 \text{ D} \) and \( \kappa_0 = 0.0001 \text{ D} \), respectively.

wave or slow P-wave that correspond to motion out of phase between solid and fluid; and one shear wave (Carcione et al. 2010).

3 REFLECTION AND TRANSMISSION COEFFICIENTS OF A SINGLE LAYER

In order to obtain the reflection and transmission (R-T) coefficients of a single layer, we propose to employ a system consisting of three Biot media \( \Omega_n \), \( n = 1, 2, 3 \), with different properties as shown in Fig. 1. Let \( z = 0 \) be the boundary between \( \Omega_1 \) and \( \Omega_2 \), and \( z = h \) the boundary between \( \Omega_2 \) and \( \Omega_3 \), and consider an incident Type-I compressional plane wave from medium \( \Omega_1 \) with an angle \( \theta_i \) with respect to the vertical \( z \)-axis. Following Santos et al. (2004), we represent the incident, reflected, and transmitted waves using potentials.

For the medium \( \Omega_1 \), the incident wave potentials of the solid and relative fluid displacements are given by

\[
\varphi_i = A_i e^{i(\omega t - q_i \cdot x)}, \quad \psi_i = B_i e^{i(\omega t - q_i \cdot x)} \quad (8)
\]

respectively, where \( q_i = q_{iI}(\sin(\theta_i), \cos(\theta_i)) \) is the complex wave vector determining the polarization direction, and \( x \) is a distance.
In Appendix A, we derive from the potentials the amplitude of the R-T coefficients for the different types of waves. This yields the following: expressions:

\[
\begin{align*}
R^1_i &= C^{(1)}_{ij} q^{(1)}_{ij}, \\
T^3_j &= C^{(3)}_{ij} q^{(3)}_{ij}, \quad j = I, III, S.
\end{align*}
\]

\[(9)\]

4 SEISMIC BOUNDARY CONDITIONS ACROSS A FRACTURE

The model developed by Nakagawa and Schoenberg (2007) assumes that media \( \Omega_1 \) and \( \Omega_2 \) have the same properties, and the thickness of medium \( \Omega_2 \) tends to zero \( (b \to 0) \).

In Equation (30) of Nakagawa and Schoenberg (2007), it is assumed that the pressure and fluid velocity within a fracture are given by the superposition of the pressure and fluid velocity at the boundaries with the pressure and fluid velocity for the undrained condition.

Moreover, Nakagawa and Schoenberg (2007) assume that \( U_\alpha, \sigma_{zz}, \sigma_{xz} \) vary linearly, so that the fields vary slowly within the fracture. With these approximations and setting the expressions

\[
\tilde{\rho} = \frac{1 - \eta}{\alpha (\alpha)} ,
\]

\[
\frac{1}{\tilde{B}} = \alpha^{(2)} \left[ \frac{H^{(2)}_\alpha}{\alpha^{(2)} M^{(2)}} - \left( \frac{\alpha}{\alpha} \right)^2 \right],
\]

they obtain:

\[
\begin{align*}
\begin{bmatrix}
U^{(3)} - U^{(1)} \\
\sigma^{(3)}_{zz} - \sigma^{(1)}_{zz} \\
\left( -p^{(3)}_f \right) - \left( -p^{(1)}_f \right) \\
\sigma^{(3)}_{xz} - \sigma^{(1)}_{xz} \\
\dot{U}^{(3)} - \dot{U}^{(1)} \\
W^{(3)} - W^{(1)}
\end{bmatrix}
\end{align*}
\]

\[
= -\frac{ioh}{2} \begin{bmatrix}
0 & \tilde{Q}_{XY} \\
\tilde{Q}_{YX} & 0
\end{bmatrix}
\]

\[
\times \begin{bmatrix}
U^{(3)} + U^{(1)} \\
\sigma^{(3)}_{zz} + \sigma^{(1)}_{zz} \\
\left( -p^{(3)}_f \right) + \left( -p^{(1)}_f \right) \\
\sigma^{(3)}_{xz} + \sigma^{(1)}_{xz} \\
\dot{U}^{(3)} + \dot{U}^{(1)} \\
W^{(3)} + W^{(1)}
\end{bmatrix},
\]

where the dots over the displacement vector components indicate the time derivative. The matrix \( \tilde{Q}_{XY} \) is given by...
whereas the elements of the matrix $\hat{Q}_{XY}$ are given in Appendix B.

Let us characterize the properties of the fracture through the following parameters also proposed by Nakagawa and Schoenberg (2007):

- Shear compliance $\eta_f = \frac{\nu}{\mu}$;
- Dry or drained normal compliance $\eta_{N_0} = \frac{b}{k \nu}$;
- Membrane permeability $\tilde{k}(\omega) = \frac{\nu(\omega)}{b}$.

Then, multiplying $\hat{Q}_{XY}$ and $\hat{Q}_{YY}$ by $b$ and eliminating the $O(b)$-terms, since $\tilde{\beta} \approx 1$, (11) reduces to

\[
\begin{align*}
U_x^{(3)} - U_x^{(1)} &= (-i\omega) \eta_f \sigma^{(1)}_{\tilde{z}x} \\
U_z^{(3)} - U_z^{(1)} &= (-i\omega) \eta_{N_0} \left[ (1 - \alpha(2) \tilde{\beta} (1 - \Pi)) \sigma^{(1)}_{\tilde{z}z} \
&\quad - \frac{\alpha(2) - \tilde{P}^{(3)} + (-\tilde{P}^{(3)})}{2} \cdot \Pi \right] \\
W_x^{(3)} - W_x^{(1)} &= (-i\omega) \alpha(2) \eta_{N_0} \left[ -\frac{\tilde{P}^{(3)} + (-\tilde{P}^{(3)})}{2} \cdot \Pi \right] \\
\sigma^{(3)}_{\tilde{z}x} &= \sigma^{(1)}_{\tilde{z}x} \\
\sigma^{(3)}_{\til{z}z} &= \sigma^{(1)}_{\til{z}z} \\
-\til{P}^{(1)} &= \frac{w^{(2)}_{\til{y}y} + w^{(3)}_{\til{y}y} + w^{(4)}_{\til{y}y}}{2} \cdot \Pi
\end{align*}
\]
Figure 5 Absolute values of the scattering coefficients of Type I and Type II P-waves versus frequency. The incident wave is a Type I P-wave, and the fracture features are $\kappa_0 = 1.0$ D and $\phi = 0.5$; the thickness $b$ varies from 0.00001 m to 0.01 m. The label NS07, Eq. 52 refers to the boundary conditions by Nakagawa and Schoenberg (2007). The label TL model refers to the thin layer model. (a) and (b) illustrate the reflection coefficients of Type I and Type II P-waves, respectively. (c) and (d) correspond to the transmission coefficients of Type I and Type II P-waves, respectively.

Finally, when the permeability tends to infinity in equation (13), we get equation (53) of Nakagawa and Schoenberg (2007):

\[
\begin{align*}
\dot{U}_x^{(3)} - \dot{U}_x^{(1)} &= (-i\omega) \eta_f \sigma_{xz}^{(1)} \\
\dot{U}_z^{(3)} - \dot{U}_z^{(1)} &= (-i\omega) \eta_{N_0} \left[ \sigma_{zz}^{(1)} - \alpha^{(2)} (\ -- P_f^{(1)} ) \right] \\
\dot{W}_x^{(3)} - \dot{W}_x^{(1)} &= (-i\omega) \alpha^{(2)} \eta_{N_0} \left[ -\sigma_{zz}^{(1)} + \frac{1}{\pi} (\ -- P_f^{(1)} ) \right] \\
\sigma_{zz}^{(3)} &= \sigma_{zz}^{(1)} \\
\sigma_{xz}^{(3)} &= \sigma_{xz}^{(1)} \\
-P_f^{(3)} &= -P_f^{(1)}.
\end{align*}
\]
These boundary conditions mean a balance of the fluid pressure on both sides of the fracture, and the fluid is allowed to move freely. Then, these concepts of open fracture are manifested in equations (15).

The calculation of the reflection and transmission (R-T) coefficients associated with the boundary conditions in (11), (13), and (15) was done by employing potentials as explained in Appendix A for the case of the fracture represented as a thin layer. In this way, the system of equations, similar to that in (A27), is shown in (B2), and its matrix form becomes

\[ (N \cdot D) r = i_p, \quad \text{where} \quad N = N_{ij}, \]

\[ D = \text{diag} \left[ 1, 1, 1, e^{-i\beta_{TI} h}, e^{-i\beta_{TI} h}, e^{-i\beta_{II} h}, e^{-i\beta_{II} h} \right]. \]  \hspace{1cm} (16)

After solving equation (16) for \( r \), the R-T coefficients are computed using (9).

5 EXAMPLES

In this section, we compare the R–T coefficients at a fracture represented either using the boundary conditions (11), (13) and (15) or a thin layer (TL model). In the TL model,
Figure 7  Absolute values of the scattering coefficients of Type I and Type II P-waves versus frequency for an incident Type I P-wave. The fracture properties are $\kappa_0 = 1.0 \ D$ and $h = 0.001 \ m$, and values of $\phi$ are shown in the different curves. The curve labeled NS07, Eq. 52 refers to the boundary conditions by Nakagawa and Schoenberg (2007). The curve labeled TL model refers to the thin layer model. (a) and (b) display the reflection coefficients of Type I and Type II P-waves, respectively. (c) and (d) illustrate the transmission coefficients of Type I and Type II P-waves, respectively.

the R-T coefficients are given by equation (A26) assuming $h$ much smaller than the signal wavelength. Let us define the fracture-thickness/wavelength ratio $R$, where the wavelength is that of the Type I-wave of the background medium. We consider several cases of interest in reservoir geophysics. The background and fracture properties are indicated in Table 1 and fluid properties are shown in Table 2. The following cases are taken into account.

Case 1: Comparison between the TL model and the boundary condition (11) (equation (30) of Nakagawa and Schoenberg (2007)).

Case 2: Comparison between the TL model and the boundary conditions (13) and (15) (equations (52) and (53) of Nakagawa and Schoenberg (2007)).

Case 3: Calculation of the R-T coefficients at a fracture represented with the boundary condition (13), with water in
Figure 8  Scattering coefficients (absolute values of the R-T coefficients) of Type I, Type II, and shear waves as a function of the incidence angle. Background is water saturated. The coefficients are calculated using (13). The incident wave is a Type I P-wave of frequency 50 Hz, permeability $\kappa_0$ is 100 D, fracture thickness $h$ is 0.001 m. (a) Water in the fracture, (b) oil in the fracture, and (c) gas in the fracture.

the background medium and three different fluids saturating the fracture.

5.1 Case 1

We compute the R-T coefficients for compressional plane waves propagating through a fracture, with the three media being saturated for water. We choose two values of permeability for the fracture: one very low ($\kappa_0 = 0.0001$ D) and the other very high ($\kappa_0 = 100$ D) to analyse their influence on the R-T coefficients.

Figure 2 shows the magnitude of the scattering coefficients (R-T coefficients) for the TL model and equation (30) of Nakagawa and Schoenberg (2007). The R-T coefficients are given as function of frequency at normal incidence and a function of the the incidence angle at 1000 Hz, so that $R = 3.1 \times 10^{-4}$ (fracture aperture $h = 0.001$ m and wavelength $\lambda = 3.2$ m). It can be seen noticeable differences between the two models for the case of very low permeability, when the permeability of the fracture is less than the permeability of the background (Fig. 2 b, d).
Figure 9 Scattering coefficients (absolute values of the R-T coefficients) of Type I, Type II, and shear waves as a function of the incidence angle. Background is oil saturated. The coefficients are calculated using (13). The incident wave is a Type I P-wave of frequency 50 Hz, permeability $\kappa_0$ is 100 D, fracture thickness $h$ is 0.001 m. (a) Water in the fracture, (b) oil in the fracture, and (c) gas in the fracture.

Figure 3 shows the same R-T coefficients with that in Fig. 2 but for a smaller fracture aperture ($h = 0.00001$ m), $\kappa_0 = 0.0001$ D, and a frequency of 1000 Hz, so that $R = 3.1 \times 10^{-6}$. Here, the coefficients obtained with the two models coincide.

5.2 Case 2

In this case, the TL model is compared with (13) and (15). Three tests were performed, varying the permeability, porosity, and fracture aperture while the background and the fracture are saturated with water.

1. Varying permeability:

The incident wave is a Type I P-wave, the fracture thickness is $h = 0.001$ m, its porosity $\phi = 0.5$, and the other parameters are as shown in Table 1; the fracture permeability varies from 0.000001 D and infinite. Figure 4, shows the reflection and transmission coefficients, for five different permeability values.

It is observed that, for high values of permeability, the R-T coefficients of the TL Model and those associated with the three boundary conditions analyzed are similar. Equation (15), fits very well with the thin layer model, except for very high frequencies (above $1 \times 10^5$ Hz).
When the permeability of the fracture is much higher than the permeability of background (in this case, the background permeability is 0.1 D), there is a good fit between the model of the thin layer and the boundary conditions, for most values of frequency.

2. Variation in the fracture thickness:
The incident wave is a Type I P-wave, but now, permeability is $\kappa_0 = 1.0$ D, porosity $\phi = 0.5$, and we vary the the fracture thickness. In Figs. 5 and 6, it is shown that the best fit among the TL model and the three boundary conditions occurs when the value of h decreases. As expected, if the fracture is very thin, the reflection coefficients become smaller.

Close to 100 Hz, there is a good fit between the thin layer and the boundary conditions, for all values of h. At this frequency, the wavelength is $\lambda = 32.02$ m and for $h = 0.01$ m, 0.001 m, 0.0001 m, and 0.00001 m, the corresponding values of $R$ are $3.1 \times 10^{-4}$, $3.1 \times 10^{-5}$, $3.1 \times 10^{-6}$, and $3.1 \times 10^{-7}$, respectively.

3. Varying porosity
Finally the reflection and transmission coefficients are calculated by varying the porosity of the fracture, i.e., $\phi = 0.3, 0.5,$
and 0.7. The incident wave is a Type I P-wave, \( b = 0.001 \) m, and \( k_0 = 1.0 \) D. Figure 7 shows the results, where a good fit is observed at low frequencies for all porosity values.

5.3 Case 3

Here we compute the R-T coefficients using the boundary condition (13) as function of the incidence angle at a frequency of 50 Hz and for three different cases of interest in reservoir geophysics. The parameters of the background and fracture are shown in Tables 1 and 2. In all cases, the frequency is 50 Hz, the fracture permeability \( k_0 \) is 100 D, the fracture porosity \( \phi \) is 0.5, and the fracture thickness \( b \) is 0.001 m.

- Water in background:
  The background Biot medium is saturated with water so that \( R = 1.6 \times 10^{-5} \) (wavelength \( \lambda = 64.06 \) m), and the fracture contains water, oil, or gas. Figure 8 displays the R-T coefficients. It can be seen that although, for water and oil saturating the fracture (Fig. 8a,b), the R-T coefficients show a similar behavior, the R-T coefficients for the gas-saturated case (Fig. 8c) display completely different patterns. In Fig. 8(c) we observe peaks at 46° and 64° for the reflection coefficient of the Type I wave, and a peak at 50° for the R-T coefficient of the Type II P-wave, probably indicating phase changes, as was observed by Martinez et al. (2014). The peaks of the reflection coefficient of the Type I wave are already present in the water and oil saturated cases, but farther apart and much smoother than in the gas case.

- Oil in background:
  Here the background medium is oil saturated, so that \( R = 1.7 \times 10^{-5} \) (wavelength \( \lambda = 58.22 \) m), whereas the fracture is saturated with water, oil, or gas. Figure 9 shows R-T coefficients, showing close similarities for water and oil in the fracture (Fig. 9a, b). Instead, when gas fills the fracture, the R-T coefficients are quite different of those in the water or oil cases, with the stronger differences observed for the reflection coefficient of Type I-waves and the transmission coefficient of shear waves.

- Gas in background:
  Finally the background is gas-saturated with \( R = 1.76 \times 10^{-5} \) (wavelength \( \lambda = 56.59 \) m) and the fracture is again saturated with water, oil, or gas. Figure 10 shows the R-T coefficients for the three fluids saturating the fracture, with no observable differences in the R-T coefficients.

6 CONCLUSIONS

In all cases analysed, at seismic frequencies, we observed a very good fit of the reflection and transmission coefficients for all forms of the Nakagawa and Schoenberg (2007) boundary conditions when compared with the thin-layer model. In numerical simulations, these results allow us to consider boundary conditions to represent fractures, avoiding the use of extremely fine computational meshes required to model thin layers.

When the background Biot medium is water saturated and the fracture is saturated with water or oil, little differences can be observed in the R-T coefficients. Instead, when the fracture is gas saturated, the Type I reflection coefficient shows a different behavior to the water or oil cases, with peaks at 46° and 64°. The Type II wave R-T coefficients also behave differently than in the water and oil cases, with a peak close to 50°, indicating that fractures may play an important role in the mesoscopic loss mechanism.

When the background is oil saturated and the fracture is saturated by water, oil, or gas, the R-T coefficients show in general the same patterns than for the water-saturated background case, although in the gas case, the peaks of the the Type I reflection coefficient are located at 35° and 80°.

If the background is gas saturated, the R-T coefficients show a very similar behaviour independently of the type of fluid saturating the fractures.

This quite different acoustic fracture response for different fluids filling a fracture may be used to infer the distinct fluid type saturating the fractures.
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APPENDIX A: THIN-LAYER MODEL

In this appendix, following Martinez et al. (2014), we explain how to compute the R–T coefficients for the case of the fracture represented as a thin layer (TL model). Reflected and transmitted waves are represented as potentials, similarly to the incident wave in (8).

Let $\psi^{(1)}_r$ and $\psi^{(1)}_s$ be the compressional potentials of the solid, and let $\psi^{(1)}_c$ and $\psi^{(1)}_s$ be shear potentials of the relative fluid displacements, for the reflected waves in $\Omega_1$. They are given by

$$\psi^{(1)}_r = A^{(1)}_r e^{i\omega x - q_{1r} z},$$
$$\psi^{(1)}_s = A^{(1)}_s e^{i\omega x - q_{1s} z},$$
$$\psi^{(1)}_c = B^{(1)}_c e^{i\omega x - q_{1c} z},$$
$$\psi^{(1)}_s = B^{(1)}_s e^{i\omega x - q_{1s} z},$$

where the subscript $r$ indicates the reflected wave for the compressional and shear waves (subscripts $c$ and $s$). The superscript (1) refers to medium $\Omega_1$, and subscripts $I$ and $II$ indicate Type-I and Type-II waves, respectively.

The potentials in the medium $\Omega_2$ are denoted by

$$\psi^{(2)}_r = A^{(2)}_r e^{i\omega x - q_{2r} z} + A^{(2)}_{1r} e^{i\omega x - q_{1r} z},$$
$$\psi^{(2)}_s = A^{(2)}_s e^{i\omega x - q_{2s} z},$$
$$\psi^{(2)}_c = A^{(2)}_c e^{i\omega x - q_{2c} z},$$
$$\psi^{(2)}_s = A^{(2)}_s e^{i\omega x - q_{2s} z},$$

where the subscript $t$ indicates the transmitted wave, and the superscript (2) refers the medium $\Omega_2$.

Finally, the potentials in the medium $\Omega_1$ are,

$$\psi^{(1)}_r = A^{(3)}_r e^{i\omega x - q_{3r} z} + A^{(3)}_{1r} e^{i\omega x - q_{1r} z},$$
$$\psi^{(1)}_s = A^{(3)}_s e^{i\omega x - q_{3s} z},$$
$$\psi^{(1)}_c = B^{(3)}_c e^{i\omega x - q_{3c} z} + B^{(3)}_{1c} e^{i\omega x - q_{1c} z},$$
$$\psi^{(1)}_s = B^{(3)}_s e^{i\omega x - q_{3s} z},$$

(A3)

In general, the wave vectors can be written as

$$\mathbf{q}_l = (\chi_{lj}, \beta_j) = q_j (\pm \sin(\theta_j), \cos(\theta_j)),$$

(A4)

with $l$ indicating the kind of events and $j$ indicating the waves. The positive sign is for the incident and transmitted waves, and the negative sign is for the reflected waves.

The solid and relative fluid displacements $U^{(1)} = (U^{(1)}_c, U^{(1)}_s)$ and $W^{(1)} = (W^{(1)}_c, W^{(1)}_s)$, in the three different media, are given by (Santos et al. 1992),

$$U^{(1)} = \nabla \psi^{(1)}_r + \nabla \psi^{(1)}_s + \left( -\frac{\partial \psi^{(1)}_c}{\partial z}, \frac{\partial \psi^{(1)}_s}{\partial z} \right),$$
$$= U^{(1)}_c + U^{(1)}_s + U^{(1)}_c + U^{(1)}_s,$$  

(A5)

$$W^{(1)} = \nabla \psi^{(1)}_r + \nabla \psi^{(1)}_s + \left( -\frac{\partial \psi^{(1)}_c}{\partial z}, \frac{\partial \psi^{(1)}_s}{\partial z} \right),$$
$$= W^{(1)}_c + W^{(1)}_s + W^{(1)}_c + W^{(1)}_s,$$  

(A6)

$$U^{(2)} = \nabla \psi^{(2)}_r + \left( -\frac{\partial \psi^{(2)}_c}{\partial z}, \frac{\partial \psi^{(2)}_s}{\partial x} \right) + \nabla \psi^{(2)}_s + \left( -\frac{\partial \psi^{(2)}_c}{\partial z}, \frac{\partial \psi^{(2)}_s}{\partial x} \right),$$
$$= U^{(2)} + U^{(2)}_c + U^{(2)}_s + U^{(2)}_c + U^{(2)}_s,$$  

(A7)

$$W^{(2)} = \nabla \psi^{(2)}_r + \left( -\frac{\partial \psi^{(2)}_c}{\partial z}, \frac{\partial \psi^{(2)}_s}{\partial x} \right) + \nabla \psi^{(2)}_s + \left( -\frac{\partial \psi^{(2)}_c}{\partial z}, \frac{\partial \psi^{(2)}_s}{\partial x} \right),$$
$$= W^{(2)} + W^{(2)}_c + W^{(2)}_s + W^{(2)}_c + W^{(2)}_s,$$  

(A8)
\[ U_{(1)} = \nabla \psi_{(1)} + \left( -\frac{\partial \psi_{(3)}^{(3)}}{\partial z}, \frac{\partial \psi_{(3)}}{\partial x} \right) \]
\[ = U_{1(1)}^{(3)} + U_{1(1)}^{(3)} + U_{1(3)}^{(3)}, \quad (A9) \]
and
\[ W_{(3)} = \nabla \psi_{(3)}^{(3)} + \left( -\frac{\partial \psi_{(3)}^{(3)}}{\partial z}, \frac{\partial \psi_{(3)}}{\partial x} \right) \]
\[ = W_{1(1)}^{(3)} + W_{1(1)}^{(3)} + W_{1(3)}^{(3)}. \quad (A10) \]

We impose the conditions
\[ U_{(n)}^{(3)} = U_{(n+1)}^{(3)}, \quad (A11) \]
\[ U_{(z)}^{(n)} = U_{(n+1)}^{(n)}, \quad (A12) \]
\[ \sigma_{(z)}^{(n)} = \sigma_{(z)}^{(n+1)}, \quad (A13) \]
\[ \sigma_{(z)}^{(n)} = \sigma_{(z)}^{(n+1)}, \quad (A14) \]
\[ P_{(z)}^{(n)} = P_{(n+1)}^{(n)}, \quad (A15) \]
\[ W_{(z)}^{(n)} = W_{(n+1)}^{(n)}, \quad n = 1, 2. \quad (A16) \]

The amplitude of the reflection and transmission coefficients \( R \) and \( T \) for the poroelastic thin layer are defined as the ratio of the solid-displacement amplitude of the corresponding wave and that of the incident wave, i.e.,
\[ R_{(1)}^{(j)} = \frac{A_{(j)}^{(1)}}{A_{(j)}^{(1)}}, \quad (A17) \]
and
\[ T_{(1)}^{(j)} = \frac{A_{(j)}^{(3)}}{A_{(j)}^{(3)}}, \quad (A18) \]

Using equations (8)-(A3), to obtain expressions for each of the pairs, (A17) and (A18), mentioned above and substituting them in (4) leads us to the following relationships between the amplitudes of the solid, and the relative fluid amplitudes:
\[ B_{(n)}^{(j)} = \gamma_{(n)}^{(j)} A_{(j)}^{(n)}, \quad j = I, II, s, \quad l = r, t, \quad n = 1, 2, 3, \quad (A19) \]
with
\[ \gamma_{(n)}^{(j)} = \frac{\rho_b^{(n)} \omega^2 - \left( q_{(n)}^{(n)} \right)^2 H_{(n)}^{(n)}}{\left( q_{(n)}^{(n)} \right)^2 D^{(n)} - \rho_f^{(n)} \omega^2} \quad j = I, II \quad n = 1, 2. \quad (A20) \]

\[ \gamma_{(r)}^{(j)} = \frac{\mu_{(n)}^{(n)} \left( q_{(n)}^{(n)} \right)^2 - \rho_b^{(n)} \omega^2}{\rho_f^{(n)} \omega^2} \quad n = 1, 2, \quad (A21) \]
\[ \gamma_{(s)}^{(j)} = \frac{\mu_{(n)}^{(n)} \left( q_{(n)}^{(n)} \right)^2 - \rho_b^{(n)} \omega^2}{\rho_f^{(n)} \omega^2} \quad n = 1, 2, \quad (A22) \]
\[ \gamma_{(t)}^{(j)} = \frac{\mu_{(n)}^{(n)} \left( q_{(n)}^{(n)} \right)^2 - \rho_b^{(n)} \omega^2}{\rho_f^{(n)} \omega^2} \quad n = 2, 3, \quad (A23) \]

The boundary conditions (A11)–(A16) require that the phase factors at the interfaces \( z = 0 \) and \( z = b \) are the same:
\[ \chi_{(1)} = \chi_{(1)}^{(1)} = \chi_{(1)}^{(1)} = \chi_{(1)}^{(2)} = \chi_{(1)}^{(2)} = \chi_{(1)}^{(2)} = \chi_{(1)}^{(2)} = \chi_{(1)}^{(2)} \]
\[ = \chi_{(2)} = \chi_{(3)}^{(3)} = \chi_{(3)}^{(3)} = \chi, \quad (A25) \]

which represents Snell’s law and allows us to obtain the reflected and transmitted angles \( \theta_i \) for each type of wave as a function of the incidence angle \( \theta_j \).

Application of the boundary conditions (A11)–(A16) and Snell’s law (A25) at \( z = 0 \) and \( z = b \) give two systems of linear equations in the unknowns \( A_{(j)}^{(1)}, A_{(j)}^{(1)}, A_{(s)}^{(1)}, A_{(s)}^{(1)}, A_{(s)}^{(1)}, A_{(s)}^{(1)}, \) and \( A_{(s)}^{(1)} \) (see Martinez et al. (2014)). These two systems have coefficients depending on the wave numbers \( q_{(n)}^{(n)} \).

Set
\[ C_{(n)}^{(n)} = A_{(n)}^{(n)} / A_{(n)}^{(n)}, \quad l = r, t, \quad j = I, II, s, \quad n = 1, 2, 3, \quad (A26) \]
and use the matrix notation of Carcione (Section 6.4. 2015) to relate the fields at \( z = 0 \) and \( z = b \). Thus,
\[ (A_{(j)} - B \ast A_{(j)}) r = -i_p, \quad (A27) \]
where
\[ r = (C_{(j)}^{(j)}, C_{(j)}^{(j)}, C_{(j)}^{(j)}, C_{(j)}^{(j)}, C_{(j)}^{(j)}, C_{(j)}^{(j)}, C_{(j)}^{(j)})^T, \quad i_p = [-\chi, -\beta_{(1)}^{(1)}, \xi_{(1)}^{(1)} - 2\mu_{(1)}^{(1)} \beta_{(1)}^{(1)}, \delta_{(1)}^{(1)} - \beta_{(1)}^{(1)} \delta_{(1)}^{(1)}]^T, \quad B = T(z = 0) \ast (T(z = b))^{-1} \]
that acts as a boundary condition. The system matrices in (A27) are explained by Martinez et al. (2014). Solving the system, the expressions of the R-T coefficients (9), are obtained.
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APPENDIX B: BOUNDARY CONDITIONS ACROSS A FRACTURE

In this Appendix, we complete the Nakagawa and Schoenberg’s equations offering explicitly the components of the matrix $\tilde{Q}_{xy}$ given in (12):

$$\tilde{Q}_{yx}(1, 1) = -4\mu(2) \left( \frac{\chi}{\omega} \right)^2 \left( 1 - \frac{\mu(2)}{H^2} \right) - \frac{\rho(2)}{\rho(2)^2} - \frac{\rho(2)}{\rho(2)^2}$$

$$- 2\mu(2) \tilde{\beta} \frac{\chi}{\omega} \left( - \frac{\rho(2)}{\rho(2)^2} + \alpha(2) \frac{\mu(2)}{H^2} \right) \cdot (1 - \Pi),$$

$$\tilde{Q}_{xy}(2, 1) = \frac{\chi}{\omega} \left[ \left( 1 - \frac{\mu(2)}{H^2} \right) + \frac{\rho(2)}{\rho(2)^2} + \alpha(2) \frac{\mu(2)}{H^2} \right] \frac{\tilde{\beta}}{(1 - \Pi)} \cdot \Pi,$$

$$\tilde{Q}_{xy}(2, 2) = \frac{1}{H^2} - \alpha(2) \frac{\tilde{\beta}}{1 \cdot (1 - \Pi)},$$

$$\tilde{Q}_{xy}(2, 3) = -\alpha(2) \frac{1}{H^2} \cdot (1 - \Pi),$$

$$\tilde{Q}_{xy}(3, 1) = \frac{\chi}{\omega} \left[ - \frac{\rho(2)}{\rho(2)^2} + \alpha(2) \frac{\mu(2)}{H^2} - 2\tilde{\beta} \left( \frac{\alpha^2(2)}{H^2} \right) \frac{\mu(2)}{H^2} \right]$$

$$+ \frac{\mu(2)}{M^2} - \left( \frac{\chi}{\omega} \right)^2 \frac{\rho(2)}{\rho(2)^2} \cdot (1 - \Pi).$$