EFFECT OF CAPILLARY PRESSURE ON SEISMIC VELOCITIES AND ATTENUATION
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Biot’s theory allows incorporation of permeability and viscosity in computing seismic amplitudes for a porous medium that is fully saturated with a single-phase fluid. In its original form, Biot’s theory does not explicitly account for capillary effects, e.g., the surface tension between the wetting and non-wetting fluids. This paper uses a model to quantify capillary effects on velocity and attenuation. Studies that have attempted to extend Biot’s poroelasticity to include capillary effects found changes in fast P-wave velocity of up to 5% between the sonic and ultrasonic frequency ranges. Simulations of wave propagation at varying capillary pressure in a rock saturated with multi-phase fluid are also presented. The poroelastic equation for multi-phase fluid is solved by using spectral methods with Fourier grids as collocations points in space and the Runge-Kutta scheme for numerical integration. The numerical simulations show the presence of three compressional (P-) waves, one fast and two slow compressional waves corresponding to the wetting and non-wetting phases. The results show that the slow P-wave amplitude is significantly affected by capillary pressure variations.
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1. INTRODUCTION

Wave propagation in porous media (poroelasticity) has been a subject of great interest for geophysicists and engineers alike (Allard and Atalla, 2009; Carcione, 2014). The foundation of poroelasticity was laid down through a series of seminal works in Biot (1956a,b, 1962). The premise of poroelasticity is that wave propagation sets both solid and fluid particles in relative motion, and, therefore the energy is propagated through the frame as well as through the pore fluid, with the competing driving forces of inertial and viscous nature depending on the frequency range. Three modes of energy propagation exist in the body, i.e., two compressional (P) (a fast and a slow) and one shear (S) (Biot, 1956a,b). In contrast, elastic modeling assumes that the propagation media is fully solid and the energy propagates only through P and S modes.
The slow P-wave, which is unique to the poroelastic model, is a diffusive mode of energy propagation that originates from the relative motion between solid and fluid particles. The polarization of the fast P-wave is described by in-phase motion between the solid and fluid particles and the polarization of the slow P-wave is described by the out of phase motion between solid and fluid particles. At frequencies $< 100$ Hz, the viscous forces generally dominate over the inertial forces attenuating the slow P-wave in the near-field (Carcione and Quiroga-Goode, 1995). On the other hand, at frequencies $> 1$ kHz, inertial forces are dominant over viscous forces and energy contained in the slow P-wave can be significant allowing it to be recorded in the far-field. The first clear documentation of the slow P-wave was at ultrasonic frequencies in a laboratory setting in water saturated sintered glass beads (18.5 % porosity) with velocity of 1040 m/sec (Plona, 1980). However, before Biot predicted it, Oura (1952) reported experimental values of the slow P-wave velocity in snow.

The limitation of Biot’s theory in predicting wave attenuation for complex pores and multi-phase fluid has been alluded towards by several researchers (Mochizuki, 1982; Stoll and Bryan, 1970). In principle, a complex pore geometry and presence of two or more immiscible fluid phases results in complex relaxation for both fluid and solid phases. In Biot (1956a,b) the relaxation term is a visco-dynamic operator which in essence is the frequency-dependent permeability also known as the dynamic permeability term (Johnson et al., 1987). Santos et al. (1990a) and Santos et al. (1990b) extended Biot’s theory to multi-phase fluid media by making this visco-dynamic term a capillary pressure (Dejam et al., 2015) dependent, where capillary forces exclusively imply surface tension due to the wetting and non-wetting fluid phases (see also Ravazzoli et al. (2003), Santos et al. (2013) and Santos et al. (2016)). Recently, Santos et al. (2017) have analyzed the dependence of the phase velocities of the slow P-waves (prevalent in poroelastic media saturated with single to multiphase fluids) on saturation of non-wetting phase (gas) and depth. In brief, the outcome of this study shows that the velocities of the slow wave in the ultrasonic frequency range (P2 and P3 modes) generally decrease as the saturation of non-wetting phase decreases, similar to the present study, wherein the velocity of the slow P-wave modes decreases as capillary pressure increases. In addition to this, those authors have also shown that the velocity of the slow P-wave modes increases as pore pressure increases, where pore pressure is alluded as function of depth.

Other wave propagation theories considering the capillary pressure were developed by Auriault et al. (1989), Lo et al. (2005), Lu et al. (2007), Tian et al. (2010) and Qi et al. (2014). Auriault et al. (1989) use a homogenization theory and a description of the capillary effects at the pore scale, obtaining a generalized Darcy law. Lo et al. (2005) derived a model for waves travelling in an elastic porous solid permeated by two immiscible fluids incorporating both inertial and viscous drags in an Eulerian frame of reference, applying their model to a Columbia fine sandy loam saturated by air-water and oil-water. Lu et al. (2007) obtained a dynamic model for wave propagation in a porous medium saturated with two immiscible fluids by incorporating three kinds of relaxation mechanisms. These are based on a) A drag force model accounting for attenuation due to global fluid flow, b) A capillary-pressure based mechanism responsible for relaxation of the interface between the wetting and non-wetting fluid phases, and c) A porosity-based relaxation mechanism accounting for local fluid flow. A direct comparison between the present study and capillary-based relaxation model of Lu et al. (2007) differs in the method used to compute the capillary pressure. In the limiting case of $p_{ca} = 0$, the non-wetting phase saturation $S_n$ in Lu et al. (2007) model is dependent on the irreducible saturation of the wetting phase ($S_{rw}$), whereas in our model the non-wetting phase saturation $S_n$ is a function of the irreducible saturation of the wetting $S_{rw}$ and non-wetting phase $S_{rn}$. Thus the capillary pressure model used in the present study defines the concept of relative permeability between the multiphase fluid with saturation more accurately. Lu et al. (2007) have shown the variation of velocity and attenuation with respect to the capillary pressure dependent modulus (see their Figs. 2 and 3) unlike in the present study, where the direct dependence on capillary pressure is shown. In general, the attenuation of the P wave increases for certain values of the capillary parameter (see their Fig. 5b). The effect of varying capillary pressures on the numerical solution is not shown in Lu et al. (2007).

Tian et al. (2010) use a theory similar to that of the present work and find that the capillary pressure greatly affects the displacement of the non-wetting phase (oil or gas in a water saturated background). Qi et al. (2014) studied the effect of capillary pressure on the acoustic signature in the framework of the mesoscopic-loss theory. In this study the effect of capillarity was induced through the incorporation of a membrane stiffness in a random medium of patchy saturation. The capillary action leads to an additional stiffening and thereby to higher phase velocities. It also implies a pressure discontinuity at patch interfaces so that wave-induced pressure diffusion process is weakened and attenuation
is reduced.

In another experimental modeling study by Liu et al. (2016), the P-wave velocity for variable fluid patch sizes is studied, with the patch size being a function of the fluid saturation. In this study, the effect of capillarity is linked to the injection rate, which changes during imbibition due to the redistribution of the viscous and capillary pressure in rock samples. The very idea of this study is based on the redistribution of capillary effects, which in turn changes the stiffness of the fluid-rock system resulting into changes in the rock velocity. According to this concept, Liu et al. (2016) has shown that the overall effect of increasing capillarity causes an increase in static velocity of the P wave (measured experimentally) (see their Figure 6). Unlike our study, they have not mentioned anything about the effects of capillarity on slow P waves and also lacks the representation of the effect of capillarity on numerical simulation of wave propagation.

In another study of wave propagation in rocks saturated with two immiscible fluid, Papageorgiou and Chapman (2017) simulated the effect of squirt flow on the P-wave velocity of a rock saturated with water and CO₂. In this study, the authors considered a static dimensionless capillary function bounded above and below by 1 and the ratio of bulk modulus of gas and water, respectively. The modeling approach adopted in the study only models the fast P-wave and lacks the discussions about the slow P-wave modes. The results obtained in this study show that the velocity of the P wave at high frequencies, in general, increases with capillary pressure (see their Figure 4 and 5). In another result (see their Figure 4), the velocity of the P wave with respect to the wetting phase saturation has a similar trend as in Figure 1 of the present study. This study also lacks the wave field characteristics with respect to varying capillary pressure.

Extending Biot’s theory into the capillary domain led to two key observations. First, a step change in fast P-wave velocity by up to 5 % occurs near the characteristic frequency of the medium (Carcione et al., 2004). Second, the relative motion between the non-wetting fluid phase and the solid grain gives rise to a second slow P-wave phase (Carcione et al., 2004; Santos et al., 2004). The first finding is of particular relevance to quantitative interpretation of ultrasonic data, more so when velocity measurements at ultrasonic ranges on undrained core plugs are to be reconciled with the surface seismic velocities. The second finding is relevant in understanding the energy loss mechanism. Although peer studies have laid theoretical and numerical formulations for energy partitioning in presence of more than one fluid phase, the system has not been yet analyzed for varying capillary pressure. Here we analyze the body-wave velocities and their attenuation as a function of capillary pressure. We also present numerical solution for a two-phase fluid system (gas and water) with varying capillary pressure. Carcione et al. (2004) and Santos et al. (2004) have solved the equations developed by Santos et al. (1990b) using different numerical approaches. Here, we use the first method.

2. THEORY

Next, we present a summary of wave propagation in partially saturated porous medium developed by Santos et al. (1990b), Carcione et al. (2004), Ravazzoli et al. (2003) and Santos et al. (2013) guiding the reader to original references for detail.

2.1 Equations of momentum conservation

Let a porous rock saturated by two immiscible fluids denoted with the superscripts \( s, w \) and \( n \) corresponding to the solid, wetting and non-wetting phases, respectively. Let \( \mathbf{v}_s, \mathbf{v}_n \) and \( \mathbf{v}_w \) be particle velocity vectors for solid grain, wetting fluid and non-wetting fluid, respectively and let \( \mathbf{\tau}, \mathbf{\tau}_n \) and \( \mathbf{\tau}_w \) be the total stress tensor for solid, non-wetting phase and wetting phase respectively. Relative particle velocities for non-wetting and wetting phases are defined as: \( \mathbf{v}^n = \phi(\mathbf{v}_n - \mathbf{v}_s) \) and \( \mathbf{v}^w = \phi(\mathbf{v}_w - \mathbf{v}_s) \) respectively. The equations of momentum conservation for the solid,
where non-wetting and wetting phases are
\[
\nabla \cdot \tau = \rho \dot{\mathbf{v}}_s + \rho_n S_n \dot{\mathbf{v}}^n + \rho_w S_w \dot{\mathbf{v}}^w ,
\]
where
\[
\nabla \tau_n = \rho_n S_n \dot{\mathbf{v}}^n + g_1 \dot{\mathbf{v}}^n + S_n^2 \left( \frac{n_n}{\kappa_n} \right) \mathbf{v}^n ,
\]
\[
\nabla \tau_w = \rho_w S_w \dot{\mathbf{v}}^n + g_2 \dot{\mathbf{v}}^w + S_w^2 \left( \frac{n_w}{\kappa_w} \right) \mathbf{v}^w ,
\]
where \( S, \eta, \rho, \phi \) and \( \kappa \) are saturation \((S_n + S_w = 1)\), viscosity, density, porosity and permeability, respectively. A dot above a variable represents the time derivative. The relative permeability of the non-wetting and wetting phases will be denoted by \( \kappa_n \) and \( \kappa_w \). Santos et al. (1990b) define bulk density \( (\rho) \) and mass couple coefficients \((g_1: \text{solid and non-wetting}; g_2: \text{solid and wetting}; g_3: \text{non-wetting and wetting})\) as
\[
\rho = (1 - \phi) \rho_s + \phi(S_n \rho_n + S_w \rho_w) , \quad g_1 = \frac{S_n \rho_n F_s}{\phi} , \quad g_2 = \frac{S_w \rho_n F_s}{\phi} , \quad g_3 = 0.4 \sqrt{g_1 g_2} ,
\]
where \( F_s \) is a structural factor as in Berryman (1980). The capillary pressure \( p_{ca} > 0 \) (Santos et al., 1990b) is defined as
\[
p_{ca} = A \left[ (S_n + S_w - 1)^2 - \left( \frac{S_{rn}}{S_n} \right)^2 (1 - S_{rn} - S_{rw})^{-2} \right] ,
\]
where \( S_{rn} \) and \( S_{rw} \) are residual saturations of the wetting and non-wetting phases. \( A \) is constant, constraining \( p_{ca} > 0 \). The permeabilities \( \kappa_n \) and \( \kappa_w \) are given as
\[
\kappa_n = \kappa \left( 1 - \frac{1 - S_n}{1 - S_{rn}} \right)^2 , \quad \kappa_w = \kappa \left( \frac{1 - S_{rn} - S_{rw}}{1 - S_{rw}} \right)^2 ,
\]
where \( \kappa \) is absolute permeability.

### 2.2 Stress-strain relations

The 2D stress-strain relationship for the multi-phase system in the \((x,y)\)-plane can be expressed as
\[
\mathbf{S} = \mathbf{C} \cdot \mathbf{e} ,
\]
where \( \mathbf{S} = [\tau_{xx}, \tau_{yy}, \tau_{xy}, \tau_{n}, \tau_{w}]^T \), \( \mathbf{e} = [\epsilon_{xx}, \epsilon_{yy}, \epsilon_{xy}, \zeta_n, \zeta_w]^T \) and
\[
\mathbf{C} = \begin{pmatrix}
K_c + N & K_c - N & 0 & -B_1 & B_2 \\
K_c - N & K_c + N & 0 & -B_1 & B_2 \\
0 & 0 & 2N & 0 & 0 \\
B_1 & B_1 & 0 & -M_1 & -M_2 \\
B_2 & B_2 & 0 & -M_3 & -M_3
\end{pmatrix} ,
\]
where \( \epsilon \)'s are strain for solid phase and \( \zeta_n, \zeta_w \) are variations of fluid content defined as \( \dot{\zeta}_{n,w} = -\nabla \cdot \mathbf{v}^{n(w)} \). In the stiffness matrix \( \mathbf{C} \), \( K_c \) and \( N \) are undrained bulk and dry-rock shear moduli, respectively. Coefficients \( B_1, B_2, M_1, M_2 \) and \( M_3 \) depend on rock and fluid type (Santos et al., 2013). To derive the dispersion relation, the stress induced in the non-wetting phase can be rewritten using first principles (Santos et al., 1990b)
\[
\tau_n = -(S_n + \beta + \chi)p_n + (\beta + \chi)p_w ,
\]
where \( p_n \) and \( p_w \) are infinitesimal changes in the wetting and non-wetting fluid pressures from the absolute fluid pressure \( \bar{p}_n \) and \( \bar{p}_w \). \( \beta \) and \( \chi \) are parameters describing the capillary pressure and defined as \( \beta = \frac{\rho_{ca}}{p_{ca}} \), \( \chi = \frac{\rho_{w}}{p_{ca}} \cdot p_{ca}^{-1} \)
represent the change in capillary pressure with respect to the saturation of the non-wetting phase. Equations (2) and (6) imply that changes in stress in the non-wetting phase causes changes in the particle velocities (for both solid and relative fluid velocity). Equation (6) also implies that the stress in the non-wetting fluid phase is linearly dependent on $p_{cap}$, which is what in turn creates the dependence of seismic velocities on capillary pressure.

### 2.3 Particle velocity-stress relationship

The particle velocity-stress formulation defines the coupled system of partial differential equations which describes the wave propagation in a porous rock saturated with multi-phase fluids. Equation (1-3), can be rewritten as

$$
v_i^s = \rho (\tau_{ix,x} + \tau_{iy,y}) + \rho_n S_n \left[ \tau_{n,i} - S_n^2 \left( \frac{\eta_n}{\kappa_n} \right) v_i^n \right] + \rho_w S_w \left[ \tau_{w,i} - S_w^2 \left( \frac{\eta_w}{\kappa_w} \right) v_i^w \right],
$$

$$
v_i^n = \rho_n S_n (\tau_{ix,x} + \tau_{iy,y}) + g_1 \left[ \tau_{n,i} - S_n^2 \left( \frac{\eta_n}{\kappa_n} \right) v_i^n \right] + g_2 \left[ \tau_{w,i} - S_w^2 \left( \frac{\eta_w}{\kappa_w} \right) v_i^w \right],
$$

$$
v_i^w = \rho_w S_w (\tau_{ix,x} + \tau_{iy,y}) + g_3 \left[ \tau_{n,i} - S_n^2 \left( \frac{\eta_n}{\kappa_n} \right) v_i^n \right] + g_4 \left[ \tau_{w,i} - S_w^2 \left( \frac{\eta_w}{\kappa_w} \right) v_i^w \right].
$$

Equations corresponding to stress components are obtained by differentiating (5) with respect to time and can be expressed as

$$\tau_{xx} = K_c (\nabla \cdot v^n) + N (v_{xx,x} - v_{yy,y}) + B_1 (\nabla \cdot v^w) + B_2 (\nabla \cdot v^w),$$

$$\tau_{yy} = K_c (\nabla \cdot v^n) - N (v_{xx,x} - v_{yy,y}) + B_1 (\nabla \cdot v^w) + B_2 (\nabla \cdot v^w),$$

$$\tau_{xy} = N (v_{xx,x} + v_{yy,y}),$$

$$\tau_n = B_1 (\nabla \cdot v^n) - M_1 (\nabla \cdot v^n) - M_2 (\nabla \cdot v^n),$$

$$\tau_w = B_2 (\nabla \cdot v^n) - M_3 (\nabla \cdot v^n) - M_4 (\nabla \cdot v^n).$$

### 3. VELOCITY AND ATTENUATION

A succinct form of the first-order velocity-stress relation, describing the wave equation for partially saturated porous medium can be recovered by combining equations (7-9) and (10-14) and expressed as

$$\frac{dw}{dt} = M w + f,$$

where $w$ is the wavefield vector $w = [v_i^s, v_i^n, v_i^w, v_i^n, v_i^n, v_i^n, \tau_{xx}, \tau_{yy}, \tau_{xy}, \tau_n, \tau_w]$ and $f$ is the forcing function, which is the product of the delta function and the Ricker wavelet in space and time domain, respectively, $M$ is the propagator matrix, containing the material coefficients and spatial derivatives:

$$M = \begin{pmatrix}
0 & -\eta_n S_n \left( \frac{1}{\kappa_n} \right) & 0 & 0 & 0 & \rho \frac{\eta_n}{\kappa_n} & 0 & 0 & \rho \frac{\eta_w}{\kappa_w} & \rho \frac{\eta_n}{\kappa_n} & \rho \frac{\eta_w}{\kappa_w} \\
0 & -\eta_n S_n \left( \frac{1}{\kappa_n} \right) & 0 & 0 & 0 & \rho \frac{\eta_n}{\kappa_n} & 0 & 0 & \rho \frac{\eta_w}{\kappa_w} & \rho \frac{\eta_n}{\kappa_n} & \rho \frac{\eta_w}{\kappa_w} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}.
$$

To analyze the dependence of the phase velocities of each mode present in equation (15) requires a dispersion relations for a plane wave. A compressional plane wave propagating in a medium with an attenuation factor $\alpha$, a complex wavevector $k = k - i\alpha$ and an angular frequency of $\omega$, can be expressed as

$$q = q_0 \exp (k \cdot x - \omega t),$$
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where \( \mathbf{q} = [\mathbf{e}, \mathbf{c}_n, \mathbf{c}_w]^T \) and \( \mathbf{q}_0 \) is the polarization vector of the compressional modes present in the system. The dispersion relation for a plane wave (Equation (17)) governed by Equation (15) is expressed as (Carcione et al., 2004)

\[
\mathbf{Gq}_0 = v_c^2 (\mathbf{D} - i\mathbf{L}) \mathbf{q}_0 ,
\]

where \( \mathbf{G}, \mathbf{D} \) and \( \mathbf{L} \) are stiffness, density and friction matrices.

The three eigenvalues \((v_c)\)s of Equation (18) correspond to three P-wave phases with velocities \((v_p)\)s and attenuation \((\alpha)\)s are

\[
v_p = \left[ \text{Re} \left( \frac{1}{v_c} \right) \right]^{-1}, \quad \alpha = -\omega \left[ \text{Im} \left( \frac{1}{v_c} \right) \right].
\]

Following Santos et al. (1990b), the phase velocity of the shear wave is governed by the rotational part of Equations (1-3). Operating Equation (1-3) with the curl \( (\nabla \times) \) operator and using the vector identity \( \mathbf{a} \cdot (\mathbf{a} \times \mathbf{b}) = 0 \), we get

\[

\begin{align*}
\rho (\nabla \times \dot{\mathbf{v}}_s) + \rho_n S_n (\nabla \times \dot{\mathbf{v}}^n) + \rho_w S_w (\nabla \times \dot{\mathbf{v}}^w) &= N (\mathbf{e}_{x,x} + \mathbf{e}_{y,y}) , \\
\rho_n S_n (\nabla \times \dot{\mathbf{v}}^n) + g_1 (\nabla \times \dot{\mathbf{v}}^n) + g_3 (\nabla \times \dot{\mathbf{v}}^w) + S^2_n \left( \frac{\eta_n}{\kappa_n} \right) (\nabla \times \mathbf{v}^n) &= 0 , \\
\rho_w S_w (\nabla \times \dot{\mathbf{v}}^w) + g_3 (\nabla \times \dot{\mathbf{v}}^w) + g_2 (\nabla \times \dot{\mathbf{v}}^w) + S^2_w \left( \frac{\eta_w}{\kappa_w} \right) (\nabla \times \mathbf{v}^w) &= 0 .
\end{align*}
\]

Analytical expressions of \( \dot{\mathbf{V}} (\nabla \times (\mathbf{v}^s, \mathbf{v}^n, \mathbf{v}^w)) \) can be expressed as,

\[
\dot{\mathbf{V}} = \dot{\mathbf{V}}_0 e^{i(k \mathbf{x} - \omega t)} ,
\]

where \( \dot{\mathbf{V}}_0 \) is the polarization vector of the shear modes present in the system. Substituting Equation (23) in Equations (20-22), we obtain the phase velocity of shear wave, which is

\[
v_c = \sqrt{N} \left[ \rho - \frac{C_1 + C_2}{g_1^* g_2^* - g_3^*} \right]^{-1/2} ,
\]

where \( C_1 = \rho_n S_n (g_1^* \rho_n S_n - g_3 \rho_w S_w) \), \( C_2 = \rho_w S_w (g_1^* \rho_w S_w - g_3 \rho_n S_n) \), \( g_1^* = g_1 - \frac{ib_n}{\omega} \) and \( g_3^* = g_3 - \frac{ib_w}{\omega} \).

4. NUMERICAL-SIMULATION METHOD

The next step is to adopt a stable numerical scheme to solve Equation (15), which requires a detailed analysis of the eigenvalues of the propagator matrix \( \mathbf{M} \). As a clarification the largest and the smallest eigenvalues represent velocities of the fast and slow P- modes respectively. Eigenvalues of \( \mathbf{M} \) are complex conjugates pairs. For non-viscous pore-fluids the eigenvalues are purely imaginary but for a viscous fluid they also have a real part which is negative and which represents attenuation. For the Nivelsteiner sandstone (Table 1), the real part of the largest and smallest eigenvalues are \(-145467 \text{ s}^{-1}\) and \(-1274 \text{ s}^{-1}\), respectively. A large difference in magnitude of the eigenvalues makes the system stiff (Jain, 1979) and requires the modeling scheme to have very small time steps for being numerically stable and accurate at the same time.

Santos et al. (2004) and Carcione et al. (2004) solved Equation (15) numerically by adopting different approaches. Santos et al. (2004) computed the numerical solution in the frequency domain, similar to the form of a Helmholtz equation. At each time step the numerical solution is obtained by solving the system of Helmholtz-like equations across the entire frequency range without any constraint on the choice of the time step (CFL condition). Thus, the problem of stiffness is taken care implicitly at the cost of an added computational complexity. On the other hand, Carcione et al. (2004) solved Equation (15) in the time domain and circumvented the effect of stiffness by adopting the approach of Carcione and Seriani (2001). In this paper, we have followed Carcione et al. (2004) to solve Equation...
(15) numerically. This approach firstly separates Equation (15) into stiff and non-stiff parts to circumvent the stiffness of the system, secondly it solves them separately and finally merges the solutions obtained from the previous two steps. The spatial derivatives of \( M \) are computed by using the Fourier method (Carcione, 2014) and the equation is integrated in time with the fourth-order Runge-Kutta method. A brief review of the numerical methods is presented in the following.

The formal solution of Equation (15) is given by (Carcione et al., 2002)

\[
w(t) = \exp(tM)w_0 + \int_0^t \exp(\tau M)f(t - \tau) d\tau,
\]

where \( w_0 \) is the initial condition and \( \exp(tM) \) is known as the evolution operator. The splitting algorithm (Carcione and Seriani, 2001) partitions \( M \) as \( M = M_r + M_s \) with \( M_r \) and \( M_s \) representing the stiff and non-stiff part of \( M \) respectively and expressed as

\[
M_r = \begin{pmatrix}
0_{6 \times 5} & M_{r1} \\
M_{r2} & 0_{5 \times 5}
\end{pmatrix},
\]

where

\[
M_{r1} = \begin{pmatrix}
\rho \frac{\partial}{\partial x} & 0 & \rho \frac{\partial}{\partial y} & \rho_n S_n \frac{\partial}{\partial x} & \rho_w S_w \frac{\partial}{\partial x} \\
\rho_n S_n \frac{\partial}{\partial x} & 0 & \rho_n S_n \frac{\partial}{\partial y} & g_1 \frac{\partial}{\partial x} & g_3 \frac{\partial}{\partial x} \\
\rho_w S_w \frac{\partial}{\partial x} & 0 & \rho_w S_w \frac{\partial}{\partial y} & g_1 \frac{\partial}{\partial y} & g_2 \frac{\partial}{\partial x} \\
0 & \rho \frac{\partial}{\partial y} & \rho \frac{\partial}{\partial x} & \rho_n S_n \frac{\partial}{\partial y} & \rho_w S_w \frac{\partial}{\partial y} \\
0 & \rho_n S_n \frac{\partial}{\partial y} & \rho_n S_n \frac{\partial}{\partial x} & g_1 \frac{\partial}{\partial x} & g_3 \frac{\partial}{\partial y} \\
0 & \rho_w S_w \frac{\partial}{\partial y} & \rho_w S_w \frac{\partial}{\partial x} & g_2 \frac{\partial}{\partial y} & g_3 \frac{\partial}{\partial y}
\end{pmatrix},
\]

\[
M_{r2} = \begin{pmatrix}
(K_c + N) \frac{\partial}{\partial x} & B_1 \frac{\partial}{\partial x} & B_2 \frac{\partial}{\partial x} & (K_c - N) \frac{\partial}{\partial y} & B_1 \frac{\partial}{\partial y} & B_2 \frac{\partial}{\partial y} \\
(K_c - N) \frac{\partial}{\partial x} & B_1 \frac{\partial}{\partial x} & B_2 \frac{\partial}{\partial x} & (K_c + N) \frac{\partial}{\partial y} & B_1 \frac{\partial}{\partial y} & B_2 \frac{\partial}{\partial y} \\
N \frac{\partial}{\partial y} & 0 & 0 & N \frac{\partial}{\partial x} & 0 & 0 \\
B_1 \frac{\partial}{\partial x} & -M_1 \frac{\partial}{\partial x} & -M_2 \frac{\partial}{\partial x} & B_1 \frac{\partial}{\partial y} & -M_1 \frac{\partial}{\partial y} & -M_3 \frac{\partial}{\partial y} \\
B_2 \frac{\partial}{\partial x} & -M_3 \frac{\partial}{\partial x} & -M_2 \frac{\partial}{\partial x} & B_2 \frac{\partial}{\partial y} & -M_3 \frac{\partial}{\partial y} & -M_2 \frac{\partial}{\partial y}
\end{pmatrix},
\]

Matrix \( M_s \) can be expressed as

\[
M_s = \begin{pmatrix}
R_{6 \times 6} & 0_{6 \times 5} \\
0_{5 \times 6} & 0_{5 \times 5}
\end{pmatrix},
\]

where

\[
R = \begin{pmatrix}
S_{3 \times 3} & 0_{3 \times 3} \\
0_{3 \times 3} & S_{3 \times 3}
\end{pmatrix},
\]
where

\[
S = \begin{pmatrix}
0 & -\rho_H S_n^3 \left( \frac{\eta_n}{k_n} \right) & -\rho_w S_w^3 \left( \frac{\eta_w}{k_w} \right) \\
0 & -g_1 S_n^2 \left( \frac{\eta_n}{k_n} \right) & -g_3 S_w^3 \left( \frac{\eta_w}{k_w} \right) \\
0 & -S_n^2 \left( \frac{\eta_n}{k_n} \right) & -S_w^2 \left( \frac{\eta_w}{k_w} \right)
\end{pmatrix}, \quad (31)
\]

The discretized evolution operator (Equation (25)) at time step \(dt\) can be expressed as

\[
\exp(M dt) = \exp\left(\frac{1}{2}M_s\right)\exp\left(\frac{1}{2}M_r\right) \exp\left(\frac{1}{2}M_s\right) . \quad (32)
\]

Equation (32) allows to solve the stiff part of the system separately and we can write the differential equation for velocity vector \(v = [v_x^n, v_x^w, v_y^n, v_y^w]^T\) as,

\[
\dot{v} = R v . \quad (33)
\]

The solution of Equation (33), denoted as \(w^*\), is treated as an intermediate corrector term and can be computed analytically. The evaluation of the non-stiff term is \(\exp(M_r t)\) is performed with the Runge-Kutta scheme and the Fourier method. Thus, the numerical scheme used to solve the system (Equation (15)) is

\[
w^{n+1} = w^* + \frac{1}{6}(dt)(2\Delta_1 + 2\Delta_2 + 2\Delta_3 + 2\Delta_4) , \quad (34)
\]

where

\[
\Delta_1 = M_r w^* + f^n , \quad \Delta_2 = M_r (w^* + \frac{1}{2}(dt)\Delta_1) + f^{n+1/2} , \\
\Delta_3 = M_r (w^* + \frac{1}{2}(dt)\Delta_2) + f^{n+1/2} , \quad \Delta_4 = M_r (w^* + dt\Delta_3) + f^{n+1} .
\]

The numerical scheme expressed in Equation (34) is “infinitely” accurate in space and achieves second order accuracy in time. We also claim that the numerical scheme (Equation (34)) is bounded by accuracy than stability, as the system under the study is stiff. To prove the above claim, a convergence study is performed for a plane wave of which analytical solution is computed using Equation (15). Stress and velocity vectors of a plane wave with real wave vector \(k\) (no attenuation) and angular frequency \(\omega\) can be expressed as

\[
T = T_0 e^{i(k \cdot x - \omega t)} , \quad (35)
\]

\[
V = V_0 e^{i(k \cdot x - \omega t)} , \quad (36)
\]

where \(T = [\tau_{xx}, \tau_{yy}, \tau_{xy}, \tau_{x}, \tau_{y}]^T\) and \(V = [v_x^n, v_x^w, v_y^n, v_y^w]^T\). \(T_0\) and \(V_0\) are polarization vectors.

5. RESULTS

We illustrate our results using the properties of the Nivelsteiner Sandstone (Kelder and Smeulders, 1997) (Table 1), which is a Miocene age quartz dominated formation containing \(<5\%\) clay. We use 3 kPa as the value of \(A\) in Equation (4) after Santos et al. (2013). In the plots hereon P1 indicates the fast P wave, P2 and P3 the slow waves and S is the shear wave. The characteristic frequency for the Nivelsteiner sandstone is 10 kHz, when fluid flow in the pores changes from laminar to turbulent. For our purpose we change the capillary pressure by changing the water saturation; \(S_w = 90\%\) corresponds to a \(p_{ca}\) of 3.22 kPa and \(S_w = 10\%\) corresponds to a \(p_{ca}\) of 1.22 MPa.

We perform the basic model validation by predicting the P1 wave with respect to an increasing gas saturation \((S_{nw} or S_g\); Figure 1). As seen in Figure 1, \(v_{p1}\) drops rapidly when \(S_g\) increases initially. As \(S_g\) increases further, \(v_{p1}\) slightly increases. This concurs with prevalent understanding about the behavior of gas-brine mixture in porous rocks.
Velocity, attenuation and capillary effects

(e.g. Domenico (1976, 1977), Gomez et al. (2010)). Our model successfully explains the poromechanical behavior of a gas-brine mixture. For computing Figure 1 we have maintained the frequency at 0 Hz. A similar plot (for another sandstone) is given in Santos et al. (1990b).

Next, we vary the frequency and show the dispersion characteristics of the P1 mode (Figure 2a). We present results in Figure 2a as percentage change over $v_{p1}$ at the reference frequency of 1 Hz. In line with the other studies (Carcione et al., 2004), Figure 2a shows a step change in $v_{p1}$ at 10 KHz. It is notable that the change is more significant for lower $S_{nw}$. The significance is that well-to-seismic tie can become more erroneous in formations with low gas saturation if capillary effects are not appropriately accounted for. The dispersion characteristics of the P2 and P3 modes (Figure 2b and 2c respectively) are such that $v_{p2}$ and $v_{p1}$ decrease as capillary pressure increases up to the characteristic frequency beyond which it becomes fairly constant. Further, the shear mode does not have any dispersive properties and thus it is not shown here.

We show the attenuation characteristics of the P1, P2 and P3 modes in Figures 3a, 3b and 3c. The attenuation of the P1 mode (Figure 3a) is more prominent at frequencies $> 3$ kHz and, least among all the three modes, increases as capillary pressure increases. This explains that the amplitude of the P1 mode is less affected by fluid viscosity and permeability (absolute and relative). The attenuation characteristics of the P2 mode vary across the entire frequency range and, similar to P1 mode, the attenuation factor of the P2 mode (most among all the three modes) increases as capillary pressure increases. This clearly shows that the amplitude of the P2 mode is dependent on saturation of the wetting phase ($S_w$). However, the attenuation of the P3 mode decreases as capillary pressure increases which in turn establishes that the amplitude of the P3 mode is dependent on the saturation of the non-wetting phase $S_{nw}$. The shear wave is not affected by the fluid phases and thus there is no effect of the varying capillary pressure on its phase velocity and attenuation.

Ravazzoli and Santos (2005) presented the theory of wave propagation in a rock saturated with two-phase fluids under variable pressure conditions, especially on $p_{nw}$. In this study, they found that the velocity and attenuation of P, P1, P2 and P3) and shear waves also vary with $p_{nw}$. Accordingly, we also computed the simultaneous effect of capillary pressure ($p_{ca}$) and absolute pressure of the wetting fluid ($p_w$) on the velocity of the P-wave modes (see Figure 4). Figure 4a shows the phase velocity of the P1 mode (computed at 1 MHz) against the capillary pressure $p_{ca}$ at varying $p_{nw}$. The phase velocity of this mode decreases as $p_{nw}$ increases, which is due to the fact that as $p_{nw}$ increases $p_{ca}$ decreases. This further corroborates the dispersion analysis of the P1 mode shown in Figure 2a. Figure 4b and 4c are plots of the phase velocities of the P2 and P3 modes, computed at variable $p_{ca}$ and $p_{nw}$. As $p_{nw}$ increases, the first velocity increases at low value of $p_{ca}$ (low gas saturation), whereas at higher values of $p_{ca}$ this velocity decreases. This reconfirms the results of the dispersion analysis for the P2 mode, shown in Figure 2b. The phase velocity of the P3 mode against $p_{nw}$ is shown in Figure 4c. In general, there is a positive correlation with $p_{nw}$. This observation is in line with the dispersion analysis of the P3 mode (Figure 2c), showing a negative correlation with respect to $p_{ca}$.

Next, we perform numerical simulations but before we test the accuracy of the method. Analytical solutions of Equation (15) for the plane waves ((35) and (36)) are computed by solving a linear system of equations obtained after substituting Equations (35) and (36) into Equation (15). A plot showing the error between the numerical and analytical solutions of the solid particle velocity ($v_p^n$) versus the number of terms used in Fourier expansion ($N_f$), computed for values of CFL = 0.8 and 0.6, is shown in Figure 4. It is worth to note that as $N_f$ increases the rate of convergence decreases to 4th-order but as time steps is increased (CFL=0.6) the convergence is improved. This proves our claim that the numerical scheme (Equation (34)) is of very high order and bounded by convergence not by stability. In addition to this, Figure 5 also proves that as the degree of freedom increases in space, the numerical scheme is gradually dominated by the order of the time accuracy.

We show the numerical simulation based on Equation (15) using a 400 x 400 grid domain at ultrasonic (300 kHz) and seismic (25 Hz) frequencies. The system of Equations (15) is solved numerically for a capillary pressure of 3.22 kPa ($S_{nw} = 10 \%$) and 24.45 kPa ($S_{nw} = 50\%$). Snapshots of the particle velocity of the rock frame in the ultrasonic frequency range captured at $p_{ca} = 3.22$ kPa and 24.45 kPa, are shown in Figure 6a and 6b, respectively. Four wave modes P1, P2, P3 and S are marked on all the illustrations shown in Figures 6, 7 and 8. The P2 mode, generated due to the relative motion between the solid and the non-wetting phase, is the classical Biot slow P mode with polarity opposite to that of the fast compressional mode P1. The polarity of the P3 mode, generated due to relative motion between the solid and the wetting phase, shows a sync in polarity with the main compressional wave P1.
The attenuation characteristics shown in Figure 3 indicate that in the high-frequency range the amplitude of the P1 mode decreases as capillary pressure increases, which is validated from Figures 6a and 6b. Computed maximum absolute particle velocities of the P1 mode at $p_{ca} = 3.22$ kPa and $p_{ca} = 24.45$ kPa are $2 \times 10^{-10}$ and $8 \times 10^{-11}$ respectively. This proves the attenuation characteristic of the P1 mode with capillary pressure, obtained from the dispersion analysis.

In the high-frequency range the phase velocity of the P2 and P3 modes (Figure 2b and 2c) decreases as capillary pressure increases, which can be verified from numerical simulation as well. Apparently the distance traversed by P2 and P3 modes in Figure 5a is more than in Figure 6b, thus proving slow phase velocity for P2 and P3 modes as capillary pressure increases. In the high-frequency range, the attenuation of the P2 mode (Figure 3b) increases as capillary pressure increases, which can be validated from numerical simulation by extracting the maximum absolute particle velocity in Figure 6a and 6b. The absolute particle velocity of the P2 mode at $p_{ca} = 3.22$ kPa (Figure 6a) and 24.45 kPa (Figure 6b) is $7 \times 10^{-10}$ and $3 \times 10^{-10}$ respectively, which corroborates the observation from Figure 3b.

In the high-frequency range the attenuation of the P3 mode (Figure 3c) decreases as capillary pressure increases, opposite to the trend observed for the P2 mode. This phenomena correlates very well with the theory, stating that as saturation of non-wetting phase increases (capillary pressure increases) the existence of the P3 mode becomes more prominent due to the fact that P3 mode is the upshot of the relative motion among the particles of the non-wetting phases and the rock frame. The same concept is also applicable for the P2 mode. To corroborate the attenuation characteristics of the P3 mode with numerical simulations, we extracted the absolute particle velocities of the P3 mode from Figures 6a and Figure 6b. The absolute particle velocities of the P3 mode for $p_{ca} = 3.22$ kPa and 24.45 kPa are $2 \times 10^{-10}$ and $3 \times 10^{-10}$ respectively, which justifies the dispersion results for the P3 mode.

Figures 6c and 6d shows snapshot (at 1 s) of the horizontal component of the particle velocity ($v_{x}^{n}$) of the rock frame at 25Hz simulated for $p_{ca} = 3.22$ kPa and 24.45 kPa respectively. The phase velocity of the P1 mode (Figure 2a) at 25 Hz varies from 1780 m/s to 1805 m/s with $p_{ca}$ varying from 3.22 kPa to 24.45 kPa. A subtle difference of 25 m/s of velocity between $p_{ca} = 3.22$ kPa and 24.45 kPa is reflected as 1.5 spatial grids in the domain of numerical simulation, which is very hard to visualize in image but a careful examination of Figure 6d shows that the P1 mode traversed more distance than the P1 mode in Figure 6c. The phase velocity of the P2 (Figure 2b) and P3 (Figure 2c) modes at 25 Hz is $\approx 0$, thus the medium does not support the propagation of slow P modes in the low-frequency range. The attenuation factor of the P2 mode is 40 at $p_{ca} = 3.22$ kPa and 24.45 kPa, which is more than the attenuation factor ($\approx 0$) of the P1 mode. This is the effect of capillary pressure on the existence of the P2 mode, which does not appear in the numerical simulation shown in Figures 6c and 6d. The attenuation characteristic of the P3 mode with varying capillary pressure shows the same pattern as the P2 mode and also does not appear in the numerical simulation shown in Figure 6(c) and 6(d).

Figure 7 shows snapshots of the horizontal particle velocity ($v_{x}^{n}$) for the non-wetting phase. Figures 7a and 7b show that, at high frequencies, the P2 and P3 modes are much stronger in the fluid phases. As capillary pressure increases, the energy contained in the P2 and P3 modes increase, which can be verified by an analysis of the relative amplitudes between the slow (P2 and P3) modes and the fast (P1) mode. The relative amplitude between Figures 6a and 7a is 1179, whereas the relative amplitude between Figures 6b and 7b is 1200. This justifies our observation of the effect of capillary pressure on the energy contained in the P2 and P3 modes present in the fluid phases. In the low-frequency range (Figures 7c and 7d), the P2 and P3 modes do not propagate, remaining static and diffusing gradually. The maximum energy is concentrated in the solid phase and is invariable with the capillary pressure.

Figure 8 shows snapshots of the horizontal particle velocity ($v_{x}^{n}$) for the wetting phase. Like in the non-wetting phase at high frequencies, the energy is concentrated mainly in the P2 and P3 modes (Figure 7a and Figure 7b). The relative amplitude between Figures 6a and 8a is 64, which decreases to 52 between Figures 6b and 8b. Thus, as capillary pressure increases, the energy contained in the P2 and P3 modes decreases. In the low-frequency range (Figure 8c and 8d), the physics of the P2 and P3 mode remains same as in the non-wetting phase. Though the gradual increase of the non-wetting saturation $S_{nw}$ increases the concentration of energy in the non-wetting phases, it will never be zero due to the presence of irreducible saturation. Thus, the numerical simulation will not reduce to the classical Biot’s case.

Shot gathers representing the horizontal particle motion of the rock frame are shown in Figure 9 and 10 for
the high and low-frequency cases, respectively. These shot gathers, in general, show a stronger shear mode as they represent the horizontal component of the rock frame velocity ($v_{s}^x$). The polarity of the wave modes on either side of the origin (offset = 0 m) is phased out by $180^\circ$ due to the fact that the polarization vector on either side of the origin is in the opposite direction. The shot gathers shown in Figures 9 and 10 are simulated for homogeneous medium and modes recorded P1, P2, P3 and S modes are direct arrivals from the source. As expected from previous results (Figures 6-8) the P1, P2 and P3 modes are well identified in the high-frequency case (Figure 9), whereas the P and S modes are more dominant in the low-frequency case. In Figure 9 and 10, the variation of amplitude agrees with the results shown in Figure 2 and 3.

6. DISCUSSION

The effects of multiphase fluids in a porous rock, e.g., wettability, capillary pressure and interfacial tension has been shown in various physical process, e.g. transport of electric current through porous media (Cai et al., 2017), capillary imbibition in porous media (Cai and Yu, 2011) and spontaneous co-current imbibition (Cai et al., 2010). In this study, we have shown the dependence of the phase velocities on capillary pressure for reservoir rocks saturated with multi-phase fluids. Capillary pressure arises due to the pressure difference across the contact interface between the wetting and non-wetting phases and thus it is a monotonically increasing function of the saturation of the non-wetting phase Santos et al. (2004). Figure 1 shows plots of the rock frame velocity $v_{P1}$, known as P-wave velocity in various acoustic and elastic seismic modeling, versus increasing saturation of the non-wetting phase ($S_{nw}$), which is directly proportional to capillary pressure. Figure 1 is in concordance with the fluid substitution model of Gassmann’s (Gassmann, 1951). The velocity ($v_{P1}$) in the present study is obtained from the model developed by Santos et al. (1990b) which assumes a poromechanical approach for deriving the constitutive equations. An effect of the pore topology on $v_{P1}$ with increasing gas saturation or capillary pressure is not yet explained.

To incorporate the effect of pore topology, we computed the velocity of the reservoir sandstone (Table 1) using the Hashin-Strickman (HS) model (Hashin and Shtrikman, 1963). A plot comparing the wet-rock velocity $v_{P1}$ obtained from Equation (18) and the velocity obtained from the HS model is shown in Figure 11. The velocity obtained from this model over predicts the velocity as it does not incorporate the effect of capillary pressure on the particle motion. Thus the velocity model with respect to capillary pressure shown in Figure 1 is more accurate over any static or quasi-static model such than that of the HS model.

The model used in the present study is based on the assumption that pores are completely connected and any isolated pores are part of the matrix mineral. Thus, the velocity model presented in Figure 1 may not be able to correctly predict the velocity in low permeability reservoir rocks such as shale, tight carbonates and sands, unless the mineral properties are accurately obtained. In addition to that, the model also assumes that the saturation of the non-wetting phase ($S_{nw}$) does not account for the effect of interstitial micro gas bubbles present in the wetting phase. As Kepkay and Cooke (1978) proved, the velocity of sound notably depends on the concentration of micro gas bubbles present in the wetting phase along with the total gas volume. Thus, the results of velocity model obtained in this study may not be able to explain the effect of micro gas bubble, unless a suitable model to obtain the wetting phase properties is used.

The applicability of the velocity model presented here spans from hydrocarbon exploration to near-surface exploration. Well to seismic tie, an important part of seismic interpretation, is carried out by correlating the sonic log with surface seismic. The mapping of velocity between the sonic range, recorded from sources at ultrasonic frequencies, and surface seismic (obtained from low-frequency sources) does not account for the effect of capillary pressure on velocity obtained from the sonic log. The correct practice to tie the well and seismic data will require an upscaling of the velocity with a-priori information of the saturations in the reservoir zone. The other application comes from near-surface exploration wherein we are interested in the top few meters (0 -10 m) of the subsurface. Seismic data recorded in the near surface setting presumable contains frequencies more than deep seismic data. Thus, wave propagation in the near surface medium may fall in the high-frequency regime. A capillary pressure dependent velocity model may be applicable under two conditions. First, in the presence of a fine grained soil as soil is saturated above the water table due to capillary rise and is under negative pore pressure. Second, in the presence of a coarse grain soil wherein the water will drain from the pores above the water table and thus air will fill the pores of the soil above the
water table. These two conditions could be approximated by the presented model. In this work we consider the effect of capillary pressure at a macroscopic scale. Another, indirect but possibly stronger effect is the influence of capillary pressure on fluid flow (Macias et al., 2015). In this case partial saturation is affected by the capillary forces inducing mesoscale heterogeneities and fluid patches. Seismic velocity is affected by partial saturation and anelasticity.

In another line of application, the velocity and attenuation model presented here can be used to study the spontaneous imbibition, responsible for the main mechanism of oil production from fractures. Meng et al. (2017) has shown that capillary pressure is one of the primary factors responsible for spontaneous imbibition, which, as shown in the present study, varies with the saturation of the wetting and non-wetting fluids. Thus, in events of enhanced oil recovery processes (4D time-lapse seismic study) the aided volume of hydrocarbon due to spontaneous imbibition, can be estimated by considering the effect of capillary pressure in seismic velocity (Figure 2 and 3).

7. CONCLUSIONS

We have analyzed the dependence of the phase velocity and attenuation in rocks saturated with multi-phase fluids. We also presented numerical simulations of wave propagation at varying capillary pressures. We observed that in the high-frequency range, as capillary pressure increases, the phase velocity of the P1 mode increases and the velocities of the slow P modes (P2 and P3) decrease substantially. In the high-frequency range, the attenuation of the P1 and P3 modes decreases with capillary pressure, whereas the attenuation of the P2 modes increases. In the low-frequency range, the velocity of the P1 mode increases but remain constant up to the characteristic frequency. The velocity of the P2 mode decreases with increasing capillary pressure but increases gradually with frequency, whereas the velocity of the P3 mode has opposite characteristic than that of the P2 mode. The attenuation of the P1, P2 and P3 modes have no much notable effect. We also validate the dispersion and attenuation relation with numerical solutions of the wave equations at varying capillary pressures. Moreover, we analyzed the velocity of the P1 mode of the wet-rock with respect to the gas saturation and compared this with topology-based models such as the Hashin-Shtrickman one. The velocity obtained from the HS model over predicts the actual velocity due to the non-inclusion of the capillary pressure.
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**TABLE 1: Material properties of the Nivelsteiner sandstone**

<table>
<thead>
<tr>
<th>Medium properties</th>
<th>Grain</th>
<th>Bulk Modulus, $K_s$ (GPa)</th>
<th>36</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Density, $\rho_s$ (kg/m$^3$)</td>
<td>2650</td>
</tr>
<tr>
<td></td>
<td>Matrix</td>
<td>Bulk Modulus, $K_m$ (GPa)</td>
<td>6.21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Shear Modulus, $N$ (GPa)</td>
<td>4.55</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Porosity, $\phi$</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Permeability $\kappa$ (Darcy)</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Gas (non-wetting phase)</td>
<td>Bulk Modulus, $K_n$ (GPa)</td>
<td>0.022</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Density, $\rho_n$ (kg/m$^3$)</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Viscosity, $\eta_n$ (cP)</td>
<td>0.015</td>
</tr>
<tr>
<td></td>
<td>Water (wetting phase)</td>
<td>Bulk Modulus, $K_w$ (GPa)</td>
<td>2.223</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Density, $\rho_w$ (kg/m$^3$)</td>
<td>1000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Viscosity, $\eta_w$ (cP)</td>
<td>1</td>
</tr>
</tbody>
</table>
FIG. 1: Phase velocity of the P1 mode computed at 0 Hz as a function of the saturation of the non-wetting phase.
FIG. 2: Effect of the capillary pressure on (a) the velocity of the fast P1-mode, (b) the velocity of the slow P2-mode and (c) the velocity of the slow P3 mode. Note that different capillary pressures correspond to different saturations of the non-wetting (gas) phase ($S_{nw}$).
FIG. 3: Effect of the capillary pressure on (a) the attenuation of the fast P1-mode, (b) the attenuation of the slow P2-mode and (c) the attenuation of the slow P3 mode. Note that different capillary pressures correspond to different saturations of the non-wetting (gas) phase ($S_{nw}$).
FIG. 4: Simultaneous effect of capillary pressure and absolute wetting fluid pressure ($p_w$) on (a) the velocity of the fast P1-mode, (b) the velocity of the slow P2-mode and (c) the velocity of the slow P3 mode. Velocity is computed at frequency of 1 MHz. Note that different absolute wetting fluid pressure ($p_w$) correspond to different depths of the reservoir rocks.
FIG. 5: Convergence plot between the norm of error of solid velocity and number of term used in Fourier expansion ($N_g$). Convergence is computed for CFL = 0.8 and CFL = 0.6. (CFL: Courant-Friedrich-Lewy number).
FIG. 6: Horizontal component of the particle velocity $v_x$. (a) and (b) are snapshots at 18 µs for a 300 kHz Ricker source wavelet. (c) and (d) are snapshots at 1 s for a 25 Hz Ricker source wavelet. In (a) and (b) the mesh size is 0.18 mm and the size of the time step is 12.5 ns. In (c) and (d) the mesh size is 15 m and the size of the time step ($dt$) is 1 ms. In (a) and (c) $S_{nw} = 10\%$ and in (b) and (d) $S_{nw} = 50\%$. 
FIG. 7: Horizontal component of the particle velocity $v_x^n$. (a) and (b) are snapshots at 18 $\mu$s for a 300 kHz Ricker source wavelet. (c) and (d) are snapshots at 1 s for a 25 Hz Ricker source wavelet. In (a) and (b) the mesh size is 0.18 mm and the size of time step is 12.5 ns. In (c) and (d) the mesh size is 15 m and the size of time step ($dt$) is 1 ms. In (a) and (c) $S_{nw} = 10\%$ and in (b) and (d) $S_{nw} = 50\%$. 
FIG. 8: Horizontal component of the particle velocity $v_x$. (a) and (b) are snapshots at 18 µs for a 300 kHz Ricker source wavelet. (c) and (d) are snapshots at 1 s for a 25 Hz Ricker source wavelet. In (a) and (b) the mesh size is 0.18 mm and the size of time step is 12.5 ns. In (c) and (d) the mesh size is 15 m and the size of time step ($dt$) is 1 ms. In (a) and (c) $S_{nw} = 10\%$ and in (b) and (d) $S_{nw} = 50\%$. 
FIG. 9: Shot gather of the particle velocity at ultrasonic frequencies, \( v_x^P \). In (a) and (b) \( S_{nw} = 10\% \) and in (b) and (d) \( S_{nw} = 50\% \).
FIG. 10: Shot gather of the particle velocity at seismic frequencies, \( v^p_x \). In (a) and (b) \( S_{nw} = 10\% \) and in (b) and (d) \( S_{nw} = 50\% \).
FIG. 11: Plot comparing the phase velocity of the P1 mode of the wet rock and that of the Hashin-Shtrickman (HS) model.