SIMULATION OF WAVES IN PORO-VISCOELASTIC ROCKS SATURATED BY IMMISCIBLE FLUIDS. NUMERICAL EVIDENCE OF A SECOND SLOW WAVE
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We present an iterative algorithm formulated in the space-frequency domain to simulate the propagation of waves in a bounded poro-viscoelastic rock saturated by a two-phase fluid. The Biot-type model takes into account capillary forces and viscous and mass coupling coefficients between the fluid phases under variable saturation and pore fluid pressure conditions. The model predicts the existence of three compressional waves or Type-I, Type-II and Type-III waves and one shear or S-wave. The Type-III mode is a new mode not present in the classical Biot theory for single-phase fluids. Our differential and numerical models are stated in the space-frequency domain instead of the classical integrodifferential formulation in the space-time domain. For each temporal frequency, this formulation leads to a Helmholtz-type boundary value problem which is then solved independently of the other frequency problems, and the time-domain solution is obtained by an approximate inverse Fourier transform. The numerical procedure, which is first-order correct in the spatial discretization, is an iterative nonoverlapping domain decomposition method that employs an absorbing boundary condition in order to minimize spurious reflections from the artificial boundaries. The numerical experiments showing the propagation of waves in a sample of Nivelsteiner

*Also Department of Mathematics, Purdue University, 150 N. University Street, West Lafayette, Indiana, 47907-2067, USA.
sandstone indicate that under certain conditions the Type-III wave can be observed at ultrasonic frequencies.
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1. Introduction

The analysis of the variation of the seismic response of reservoir rocks as function of the properties of the saturant fluids under variable saturation and pressure conditions is an active area of research in exploration geophysics and reservoir engineering.

According to Biot’s theory,\textsuperscript{1–3} in a porous solid saturated by a single phase fluid, one shear or S-wave wave and two compressional waves (fast or Type I and slow or Type II) can propagate. The slow Biot mode has been detected in the laboratory,\textsuperscript{4} and has been simulated, as a wave,\textsuperscript{5–8} and as a quasi-static mode\textsuperscript{9} by using numerical modeling.

Models to represent wave propagation in porous rocks with full, partial, multiphase, or segregate fluid saturation have been presented by different authors,\textsuperscript{2,3,10–14} but none of them take into account the pore fluid pressure and the capillary forces to obtain the coefficients of the constitutive relations and the viscous and mass coupling coefficients.

In this work, we use a generalized Biot model, which includes the effects of capillary pressure and the reference (absolute) pressures of the immiscible fluids on the stress–strain relations.\textsuperscript{15,16} This model predicts the existence of three compressional waves or Type-I, Type-II and Type-III waves and one shear or S-wave. In the low frequency range, the Type-II and Type-III waves are slow diffusion-type waves, since viscous effects dominate. On the contrary, in the high-frequency range these waves become true propagating waves since inertial effects dominate, and for certain fluid pressure and saturations ranges both slow waves have phase velocities and attenuation factors of the same order of magnitude. These results led us to develop a numerical simulator to study the propagation of these waves.

Dispersion and attenuation of the different waves depend on several mechanisms, such as matrix viscoelasticity and viscous coupling between the fluid and the solid matrix. In the low frequency range, the viscous coupling coefficients are obtained from two-phase Darcy’s law, and the high-frequency correction factors are defined as generalizations of the corresponding ones for the single-phase case (e.g. Ref. 17).

Viscoelastic dissipation is included by replacing the real-valued poroelastic coefficients in the constitutive relations by complex and frequency dependent poro-viscoelastic moduli satisfying the same relations as in the elastic case.

All these dissipative mechanisms, which are needed to represent the levels of attenuation observed in rocks,\textsuperscript{13} are included by using mathematical models formulated in the space-frequency domain, which is difficult to implement in the space-time domain, where, in addition, the time history of the system needs to be stored in order to compute the solution at the current time using time convolutions. A different approach to avoid time convolutions by introducing memory variables is illustrated in Ref. 18 (see also Ref. 17).
In the space-frequency domain formulation, each temporal frequency problem can be solved independently of the other frequencies and then the space-time solution is obtained by an inverse Fourier transform.\textsuperscript{19–24}

Numerical simulation of waves in porous media is computationally expensive due to the large number of degrees of freedom needed to calculate wave fields accurately. Use of a domain decomposition iteration is a convenient approach to overcome this difficulty. The type of nonoverlapping domain decomposition iteration used in this paper is presented in Ref. 25 for solving second-order elliptic problems. Nonconforming finite element spaces are introduced in Ref. 26 for the approximate solution of second order elliptic problems; the solution of the Helmholtz equation using this nonconforming space is analyzed in Ref. 22. Gauzellino \textit{et al.}\textsuperscript{24} illustrate a parallel implementation of a domain decomposition iteration, for computing wave fields in 2D and 3D attenuating media, using nonconforming finite element spaces.

Our numerical procedure is a nonoverlapping domain decomposition iteration employing the nonconforming rectangular element defined in Ref. 26 to approximate the solid displacement vector. The displacement of the two fluid phases are approximated by using the vector part of the Raviart–Thomas–Nedelec mixed finite element space of zero order, which is a conforming space.\textsuperscript{27,28}

The algorithm is used for the simulation of waves in a sample of Nivelsteiner sandstone\textsuperscript{29} saturated with gas and water, perturbed by a point source at ultrasonic frequencies to generate the wavefields. We show snapshots and traces (time histories) of the generated wavefields, where the events associated with the four different types of waves can be clearly observed.

2. The Model

We consider a porous solid saturated by two immiscible fluids. In this case, we distinguish a \textit{wetting} phase and a \textit{nonwetting} one, which will be denoted with the subscripts (or superscripts) \textquotedblleft \textit{w}” and \textquotedblleft \textit{n}”, respectively. Let $\mathbf{x} = (x, y, z)$ and $S_n = S_n(\mathbf{x})$ and $S_w = S_w(\mathbf{x})$ denote the averaged wetting and nonwetting fluid saturations, respectively, with $S_{rn}$ and $S_{rw}$ being the corresponding residual saturations, which physical significance is as follows. $S_{rw}$ is the amount of wetting fluid that will always remain in the pore space even at very high capillary pressures when the wetting fluid is being displaced by the nonwetting fluid, i.e. during a drainage regime ($S_{rw}$ is known as connate water in the case of water). On the other hand, if we are in a process of imbibition, i.e. when the nonwetting fluid is being displaced by the wetting fluid, we observe that at zero capillary pressure a certain amount of nonwetting fluid remains; this is the residual saturation of the nonwetting fluid, denoted by $S_{rn}$. At $S_n < S_{rn}$ the nonwetting phase ceases to flow.\textsuperscript{30} We assume that the two fluid phases completely saturate the porous part of the bulk material so that $S_n + S_w = 1$. We further assume that we are in the funicular saturation regime, in which each fluid phase occupy a continuous network of tortuous (funicular) paths where simultaneous flow of both fluids is possible, so that $S_{rn} < S_n < 1 - S_{rw}$.\textsuperscript{30–32}
Let \( u^s = (u_i^s) \), \( \tilde{u}^n = (\tilde{u}_i^n) \) and \( \tilde{u}^w = (\tilde{u}_i^w) \); \( i = 1, 2, 3 \) denote the time Fourier transforms of the averaged displacement vectors of the solid, nonwetting and wetting fluid phases, respectively, and let \( \phi = \phi(x) \) denote the matrix effective porosity. Set \( u^l = \phi(\tilde{u}^l - u^s) \), \( \xi^l = -\nabla \cdot u^l \), \( l = n, w \), and let \( \varepsilon_{ij}(u^s) \) and \( e_0 = \varepsilon_{ii}(u^s) \) be the Fourier transforms of the strain tensor of the solid and its linear invariant, respectively. Also, set \( u = (u^s, u^n, u^w) \).

### 2.1. Elastic stress-strain relations

Let \( \tau_{ij} \), \( i, j = 1, 2, 3 \), \( P_n \) and \( P_w \) denote the Fourier transforms of the infinitesimal changes in the stress tensor of the bulk material and the pressures of the wetting and nonwetting fluids, respectively, with respect to corresponding reference values \( \bar{\tau}_{ij}, \bar{P}_n, \) and \( \bar{P}_w \) associated with the initial equilibrium state with corresponding nonwetting fluid saturation \( \bar{S}_n \) and porosity \( \bar{\phi} \). Recall that \( P_n \) and \( P_w \) are related through the capillary relation

\[
P_{ca} = P_{ca}(S_n + \bar{S}_n) = \bar{P}_n + P_n - (\bar{P}_w + P_w) = P_{ca}(\bar{S}_n) + P_n - P_w \geq 0. \tag{2.1}
\]

Based on experimental data and ignoring hysteresis, the function \( P_{ca} \) is a positive and strictly increasing function of the nonwetting fluid saturation.

The stress-strain relations are derived in Ref. 15. With \( \beta = P_{ca}(\bar{S}_n)/P'_{ca}(\bar{S}_n) \), \( \zeta = \bar{P}_w/P'_{ca}(\bar{S}_n) \), here we state them in a form that includes the absolute reference pressure of the fluid phases:

\[
\tau_{ij}(u) = 2N\varepsilon_{ij} + \delta_{ij}(\lambda_c e_b - B_1 \xi^n - B_2 \xi^w), \\
T_n(u) = (\bar{S}_n + \beta + \zeta)P_n - (\beta + \zeta)P_w = -B_1 e_b + M_1 \xi^n + M_3 \xi^w, \tag{2.2}
\]

\[
T_w(u) = (\bar{S}_w + \zeta)P_w - \zeta P_n = -B_2 e_b + M_3 \xi^n + M_2 \xi^w.
\]

The quantities \( \tau_{ij}, T_n \) and \( T_w \) are the generalized forces of the system.

The coefficient \( N \) is the shear modulus of the dry rock (i.e. \( N = N_m \)), while \( \lambda_c = K_c - (2/3)N \) in 3D and \( \lambda_c = K_c - N \) in 2D, with \( K_c \) being the undrained bulk modulus. Following Ref. 16 \( K_c = K_c(x) \) is computed using the formulæ

\[
K_c = K_s(K_m + \Xi)/(K_s + \Xi), \quad \Xi = K_f(K_m - K_s)/\bar{\phi}(K_f - K_s), \\
K_f = \alpha(\gamma \bar{S}_n C_n + \bar{S}_w C_w)^{-1}, \quad \alpha = 1 + (\bar{S}_n + \beta)(\gamma - 1), \tag{2.3}
\]

\[
\gamma = (1 + P'_{ca}(\bar{S}_s)\bar{S}_n\bar{S}_w C_w)(1 + P'_{ca}(\bar{S}_n)\bar{S}_n\bar{S}_w C_n)^{-1},
\]

where \( K_m(x), K_s(x), K_n \) and \( K_w \) are the bulk modulus of the empty matrix, the solid grains and the nonwetting and wetting fluid phases, respectively, with corresponding compressibilities \( C_i = K_i^{-1}, i = m, s, n, w \).

The remaining coefficients can be obtained by using the following relations:

\[
B_1 = \chi K_c[(\bar{S}_n + \beta)\gamma - \beta + (\gamma - 1)\zeta], \quad B_2 = \chi K_c[(\bar{S}_w + (1 - \gamma)\zeta], \tag{2.4}
\]

\[
M_1 = -M_3 - B_1 C_m \delta^{-1}, \quad M_2 = (r B_2 + \zeta) q^{-1}, \quad M_3 = -M_2 - B_2 C_m \delta^{-1}, \tag{2.5}
\]

with

\[
\chi = [\delta + \bar{\phi}(C_m - C_c)]\{\alpha[\delta + \bar{\phi}(C_m - C_f)]\}^{-1}, \quad q = \bar{\phi}(C_n + 1/P'_{ca}(\bar{S}_n)\bar{S}_n\bar{S}_w),
\]
\[ r = (S_n + \beta)C_s + (C_c - C_m)[qB_2 + (S_n + \beta)(1 - C_sC_c^{-1})], \quad \delta = C_s - C_m. \]

2.2. Poro-viscoelastic moduli

Besides viscous friction effects, which are described later, in order to model the levels of attenuation of waves travelling in real rocks we will also assume linear viscoelastic behavior for the bulk material using the correspondence principle as stated by Biot.\(^{1,10,17}\) Thus we replace the real elastic moduli by viscoelastic operators in the space-time domain, so that in the space-frequency domain the elastic moduli in (2.2) become complex and frequency dependent.

In this work we will make the undrained bulk modulus \( K_c \) and the shear modulus \( N \) complex and frequency dependent, while all other coefficients in (2.2) are real. We use the linear viscoelastic model derived in Ref. 33:

\[
\begin{align*}
K_c(x, \omega) &= \frac{K^r_c(x, 0)}{R_{Kc}(x, \omega) - iT_{Kc}(x, \omega)}, \\
N(x, \omega) &= \frac{N^r(x, 0)}{R_N(x, \omega) - iT_N(x, \omega)}. 
\end{align*}
\]

The coefficients \( K^r_c(x, 0) \) and \( N^r(x, 0) \) denote the relaxed closed bulk and shear moduli, respectively. The frequency dependent functions \( R_l(x) \) and \( T_l(x), l = K_c, N, \) associated with a continuous spectrum of relaxation times, characterize the viscoelastic behavior and are given by\(^{33,17}\)

\[
R_l(x, \omega) = 1 - \frac{1}{\pi \tilde{Q}_l(x)} \ln \frac{1 + \omega^2 T^2_{1,l}(x)}{1 + \omega^2 T^2_{2,l}(x)}, \quad T_l(x, \omega) = \frac{2}{\pi \tilde{Q}_l(x)} \tan^{-1} \frac{\omega(T_{1,l}(x) - T_{2,l}(x))}{1 + \omega^2 T^2_{1,l}(x)T^2_{2,l}(x)}. 
\]

The model parameters \( \tilde{Q}_l(x), T_{1,l}(x) \) and \( T_{2,l}(x) \) are taken such that the quality factors \( Q_l(x, \omega) = T_l(x)/R_l(x) \) are approximately equal to \( \tilde{Q}_l(x) \) in the range of frequencies where the equations are solved. The almost constancy of the quality factor versus frequency makes this model convenient for geophysical applications.

2.3. The equations of motion for the full frequency range

The equations of motion stated in the space-frequency domain, with \( \omega \) denoting the angular frequency, are\(^{15}\):

\[
\begin{align*}
-\omega^2(\rho u^s + \rho_n \dot{S}_n u^n + \rho_w \dot{S}_w u^w) - \nabla \cdot \tau(u) &= f^s, \\
-\omega^2(\rho_n \dot{S}_n u^s + g_n u^n + g_{nw} u^w) + i\omega d_n u^n - i\omega d_{nw} u^w + \nabla T_n(u) &= f^n, \\
-\omega^2(\rho_w \dot{S}_w u^s + g_{nw} u^n + g_w u^w) + i\omega d_w u^w - i\omega d_{nw} u^n + \nabla T_w(u) &= f^w.
\end{align*}
\]

The coefficients \( \rho_n, \rho_w \) are, respectively, the mass densities of the nonwetting and wetting fluids, and \( \rho \) denotes the mass density of the bulk material given by \( \rho = (1 - \phi)\rho_s + \phi(\dot{S}_n \rho_n + \dot{S}_w \rho_w) \), where \( \rho_s \) is the mass density of the solid grains.

The mass coupling coefficients \( g_n, g_w, g_{nw} \) represent the inertial effects associated with dynamic interactions between the three different phases, while the coefficients \( d_n, d_w \) and \( d_{nw} \) include the viscous coupling effects between the solid and fluid phases. It
is known that for single-phase fluids, in the high-frequency range, the viscous and mass coupling coefficients become frequency dependent.\textsuperscript{3,34,17} This effect is associated with the departure of the flow from the laminar Poiseuille type at the pore scale, which occurs for frequencies greater than some characteristic value. Since we have two immiscible fluids flowing in the pore space and three relative permeability functions, following Ref. 11, we define three characteristic frequencies of the form $\omega_c^l(S_n) = \bar{S}_l \mu_0 \bar{A}_l / (\varrho \rho_l), \ l = n, w, \omega_c^{nw}(S_n) = \bar{\varrho}(\mu_n \mu_w)\frac{2}{3} (\bar{S}_n \bar{S}_w) K_{rw}/(\epsilon A \varrho(\rho_n \rho_w))^{\frac{1}{2}}$. The factor $\mathcal{G} = \mathcal{G}(x)$ is known as a structure factor and is related to the tortuosity of the pore space; it can be estimated as follows\textsuperscript{35}: $\mathcal{G}(x) = (1/2)[1 + (1/\varrho(x))]$.

In order to include the frequency dependency, we follow the approach given in Refs. 3 and 36. Let $K(x)$, $K_{rn}(S_m)$, $K_{rw}(S_m)$ and $K_{rw}(S_n)$ denote the absolute and relative permeability functions, respectively and set $A(x) = K(x)(K_{rn} K_{rw} - K_{nw}^2)$, $A_n(x) = K_{rn}/A(x)$, $A_w(x) = K_{rw}/A(x)$. Then we take these coefficients to be of the form:

\begin{align}
    g_l(x, \omega) &= \mathcal{G} \rho_l \bar{S}_l / \varrho + \mu_l (\bar{S}_l)^2 A_l F_l(\theta_l) / \omega, \quad l = n, w, \tag{2.10}
    \\
    g_{nw}(x, \omega) &= \mathcal{G} \rho_n \rho_w \bar{S}_n \bar{S}_w / \varrho + (\mu_n \mu_w) \frac{2}{3} (\bar{S}_n \bar{S}_w) K_{rw} F_l(\theta_{nw}) / (\omega A), \tag{2.11}
    \\
    d_l(x, \omega) &= \mu_l (\bar{S}_l)^2 A_l F_R(\theta_l), \quad l = n, w, \tag{2.12}
    \\
    d_{nw}(x, \omega) &= (\mu_n \mu_w) \frac{2}{3} (\bar{S}_n \bar{S}_w) K_{rw} F_R(\theta_{nw}) / A. \tag{2.13}
\end{align}

The constants $\mu_n$, $\mu_w$ are the fluid viscosities. The coupling permeability term $K_{nw}(S_n)$ appears when studying quasistatics and dynamics of flow of two immiscible fluids in deformable porous media using homogenization techniques,\textsuperscript{37,38} where, for the case of plane slits or cylindrical ducts, explicit expressions for $K_{nw}$ were obtained. The relative permeability functions must satisfy the relation $K(K_{rn} K_{rw} - K_{nw}^2) > 0$, such that the two-phase Darcy’s law is physically meaningful.

The complex valued frequency dependent function $F(\theta_j) = F_R(\theta_j) + i F_I(\theta_j), \ j = n, w, nw$ is the frequency correction function defined by Biot\textsuperscript{3} in the high-frequency range:

\begin{align}
    F(\theta) &= \frac{1}{4} \frac{\theta T(\theta)}{1 - \frac{2}{i \theta} T(\theta)}, \quad T(\theta) = \text{ber}^2(\theta) + i \text{bei}^2(\theta),
    \\
    \text{ber}(\theta) \text{ and } \text{bei}(\theta) \text{ being the Kelvin functions of the first kind and zero order. The arguments } \theta_j \text{ for } F(\theta_j), \ j = n, w, nw \text{ in (2.10)–(2.13) are the generalization for two-phase fluids of the argument given in Refs. 3 and 36 for single-phase fluids:}
\end{align}

\begin{align}
    \theta_l &= d_p^l \sqrt{\varrho \rho_l / \mu_l}, \quad d_p^l = d_p^l(x) = 2 \sqrt{K(x) K_{rl} A_0 / \bar{\varrho}(x)}, \quad l = n, w, nw, \tag{2.14}
\end{align}

where $A_0$ denotes the Kozeny–Carman constant.\textsuperscript{30,39} Taking into account the fact that $F_R(\theta) \to 1$ and $F_I(\theta / \omega \to 0$ as $\omega \to 0$ we may regard (2.7)–(2.9) as the general form of the equations of motion for frequencies ranging from the seismic to the ultrasonic range.

The plane wave analysis performed in Ref. 15 shows that in these type of media, three different compressional waves (Type I, Type II and Type III) and one shear wave (or S-wave)
can propagate. The Type-I wave is the analogue of the classical fast P-wave propagating in elastic or viscoelastic isotropic solids, while the Type-II and Type-III waves are slow waves strongly attenuated in the low frequency range, corresponding to motions out of phase of the solid and fluid phases. The characteristics of the particle motions of the three phases are analyzed in detail in Sec. 4.

If \( k_j, j = I, II, III, S, \) denote the complex wavenumbers, the phase velocities \( c_j \) and attenuation coefficients \( \alpha_j \) (in dB) are given by\(^{12,17} \):

\[
c_j = \omega / \text{Re}(k_j), \quad \alpha_j = 2\pi 8.685889 |\text{Im}(k_j)/\text{Re}(k_j)|, \quad j = I, II, III, S.
\] (2.15)

3. The Domain Decomposition Iteration

We consider the solution of Eqs. (2.7)–(2.9) in a two-dimensional poro-viscoelastic bounded domain \( \Omega \) in the \((x, z)\)-plane. Let us decompose \( \Omega \) into a nonoverlapping set of subdomains \( \Omega_j \) such that \( \Omega = \bigcup_{j=1}^{J} \Omega_j \) (here \( \Omega = \Omega \cup \partial \Omega \) denotes the closure of \( \Omega \)). Set \( \Gamma_j = \partial \Omega \cap \partial \Omega_j \) and \( \Gamma_{jk} = \partial \Omega_j \cap \partial \Omega_k \), and denote by \( \xi_j \) and \( \xi_{jk} \) the midpoints of \( \Gamma_j \) and \( \Gamma_{jk} \), respectively. Also denote by \( \nu_{jk} \) the unit outer normal on \( \Gamma_{jk} \) from \( \Omega_j \) to \( \Omega_k \) and by \( \nu_s \) the unit outer normal to \( \Gamma_j \). Then we seek the solution of our differential problem over each subdomain \( \Omega_j \) as follows: for \( j = 1, \ldots, J \), find \( u_j(x, z, \omega) = (u_j^s(x, z, \omega), u_j^n(x, z, \omega), u_j^w(x, z, \omega)) \) such that, for \((x, z) \in \Omega_j \),

\[
-\omega^2 (\rho_n \ddot{\bar{\bar{u}}} + \rho_w \ddot{\bar{\bar{w}}}) - \nabla \cdot \tau(u_j) = f^s, \tag{3.1}
\]

\[
-\omega^2 (\rho_n \ddot{\bar{\bar{u}}} + g_n \ddot{\bar{\bar{u}}}^n + g_{n,w} \ddot{\bar{\bar{u}}}^w) + i\omega d_{n,w} \ddot{\bar{\bar{u}}}^w + \nabla T_n(u_j) = f^n, \tag{3.2}
\]

\[
-\omega^2 (\rho_w \ddot{\bar{\bar{w}}} + g_n \ddot{\bar{\bar{w}}}^n + g_{w} \ddot{\bar{\bar{w}}}^w) + i\omega d_{w} \ddot{\bar{\bar{w}}}^w + \nabla T_w(u_j) = f^w. \tag{3.3}
\]

This differential system needs a set of boundary conditions, taken as follows: at the interior interfaces \( \Gamma_{jk} \) between \( \Omega_j \) and the neighboring subdomains \( \Omega_k \), we have the natural consistency conditions

\[
u_j^s \cdot \nu_{jk} = -u_j^w \cdot \nu_{jk}, \quad u_j^n \cdot \nu_{jk} = -u_j^w \cdot \nu_{jk}, \tag{3.4}
\]

\[
\tau(u_j) \nu_{jk} = -\tau(u_k) \nu_{jk}, \quad T_n(u_j) = T_n(u_k), \quad T_w(u_j) = T_w(u_k), \quad (x, z) \in \Gamma_{jk}. \tag{3.5}
\]

Also, if \( \Omega_j \) has a part \( \Gamma_j \) of its boundary contained in \( \partial \Omega \), we impose the absorbing boundary condition (see Ref. 40)

\[
(-\tau(u_j) \nu_j \cdot \nu_j, -\tau(u_j) \nu_j \cdot \chi_j, T_n, T_w)
\]

\[
i\omega B(u_j^s \cdot \nu_j, u_j^n \cdot \chi_j, u_j^n \cdot \nu_j, u_j^w \cdot \nu_j), \quad (x, z) \in \Gamma_j \tag{3.6}
\]

where \( \chi_j \) is a unit tangent on \( \Gamma_j \) so that \( \{ \nu_j, \chi_j \} \) form an orthonormal system on \( \Gamma_j \) and the symmetric positive definite matrix \( B \) is given by\(^{40} \)

\[
B = [(\mathcal{M}^{-1} \mathcal{E})]\frac{1}{2}, \mathcal{M} = \mathcal{M}^2 D^2 M^2 \frac{1}{2}. \tag{3.7}
\]
where $\mathcal{D} = \mathcal{M}^{-\frac{1}{2}} \mathcal{E} \mathcal{M}^{-\frac{1}{2}}$ and

$$
\mathcal{M} = \begin{bmatrix}
\rho & 0 & \bar{S}_n \rho_n & \bar{S}_w \rho_w \\
0 & \hat{\rho} & 0 & 0 \\
\bar{S}_n \rho_n & 0 & g_n & g_{nw} \\
\bar{S}_w \rho_w & 0 & g_{nw} & g_w
\end{bmatrix}, \quad \mathcal{E} = \begin{bmatrix}
K^c_r + N^r & 0 & B_1 & B_2 \\
0 & N^r & 0 & 0 \\
B_1 & 0 & M_1 & M_3 \\
B_2 & 0 & M_3 & M_2
\end{bmatrix},
$$

with

$$
\hat{\rho} = \rho - (g_w(\rho_n \bar{S}_n)^2 + g_n(\rho_w \bar{S}_w)^2 - 2g_{nw} \rho_n \bar{S}_n \rho_w \bar{S}_w)/(g_n g_w - g_{nw}^2).
$$

In any domain decomposition iteration the objective is to localize the calculations. Thus, let $t = 0, 1, 2, \ldots$ denote the iteration level and let $u_j^{t} = (u_j^{x,t}, u_j^{n,t}, u_j^{w,t})$ be the solution of (3.1), (3.2), (3.3), (3.4), (3.5) and (3.6) at the $t$-iteration level, with the variables $u_k$ in the right-hand side of (3.4) and (3.5) replaced by $u_k^{-1}$ and regarded as data coming from the previous iteration level $t - 1$. Furthermore, following the ideas in Refs. 22 and 21, instead of (3.4)–(3.5) we use an equivalent Robin transmission boundary condition, stated for $\Omega_j$ in iterative form as follows:

$$
\begin{align*}
(\mathcal{M} \phi) & = 0 \\
\hat{\rho} \phi & = 0 - (g_w(\rho_n \bar{S}_n)^2 + g_n(\rho_w \bar{S}_w)^2 - 2g_{nw} \rho_n \bar{S}_n \rho_w \bar{S}_w)/(g_n g_w - g_{nw}^2).
\end{align*}
$$

Here $\beta_{jk}$ is a positive definite matrix function defined on the interior boundaries $\Gamma_{jk}$ and $\chi_{jk}$ is a unit tangent on $\Gamma_{jk}$ so that $\{\nu_{jk}, \chi_{jk}\}$ form an orthonormal system on $\Gamma_{jk}$. For the neighboring subdomains $\Omega_k$ we impose a boundary condition similar to (3.8) exchanging the roles of $u_j^t$ and $u_k^{-1}$ and with the same parameter $\beta_{jk}$.22,21

First, we define the domain decomposed iterative procedure for the case in which the domain decomposition partition coincides with the finite element partition $\mathcal{N}^h$ of $\Omega$ into rectangles $\Omega_j$ of diameter bounded by $h$. The changes needed in the procedure to treat the case of larger subdomains are indicated at the end of the section.

To approximate each component of the solid displacement vector $u_j^t$ in each $\Omega_j$, take a reference rectangle $R = [-1, 1]^2$ and consider the nonconforming finite element space $\mathcal{V}(R)$ constructed as in Ref. 26: the local degrees of freedom will be the values of each component of $u_j^t$ at the mid points $\xi^L = (-1, 0)$, $\xi^B = (0, -1)$, $\xi^R = (1, 0)$ and $\xi^T = (0, 1)$ of the sides of $R$. Thus set $\zeta(x) = x^2 - (5/3)x^4$ and choose the following local finite element basis:

$$
\begin{align*}
\varphi^L(x, z) & = \frac{1}{4} - \frac{1}{2} x - \frac{3}{8}(\zeta(x) - \zeta(z)) , \quad \varphi^R(x, z) = \frac{1}{4} + \frac{1}{2} x - \frac{3}{8}(\zeta(x) - \zeta(z)), \\
\varphi^B(x, z) & = \frac{1}{4} - \frac{1}{2} z + \frac{3}{8}(\zeta(x) - \zeta(z)) , \quad \varphi^T(x, z) = \frac{1}{4} + \frac{1}{2} z + \frac{3}{8}(\zeta(x) - \zeta(z)).
\end{align*}
$$

Then we define $\mathcal{V}(R) = \text{Span}\{\varphi^L, \varphi^R, \varphi^B, \varphi^T\}$. 

8 J. E. Santos et al.
To approximate the fluid displacement vectors \( u_j^f \) and \( u_j^w \), we choose the vector part of the Raviart–Thomas–Nedelec space\(^{27,28} \) of zero order defined on \( \hat{R} \) as follows. The four degrees of freedom associated with each fluid displacement vector are the values of the normal components at the mid points \( \xi^l, l = L, R, B, T \) of the faces of \( \hat{R} \). Thus, defining the local basis \( \psi^L(x) = -1 + x, \psi^R(x) = x, \psi^B(z) = -1 + z, \psi^T(z) = z \), we have that \( \mathcal{W}(\hat{R}) = \text{Span}\{ (\psi^L(x), 0), (\psi^R(x), 0), (0, \psi^B(z)), (0, \psi^T(z)) \} \).

Now, our finite element approximations \( U_l^f \) to \( u_l^f \), \( l = n, w \) and \( U^s = (U^n_s, U^w_s) \) to \( u^s = (u^n_s, u^w_s) \) in the reference element \( \hat{R} \) are represented as follows:

\[
\begin{align*}
U_l^f &= U_l^{1,L}(\psi^L(x), 0) + U_l^{1,R}(\psi^R(x), 0) + U_l^{1,B}(0, \psi^B(z)) + U_l^{1,T}(0, \psi^T(z)), \quad l = n, w, \\
U^s &= U^s_m \varphi^L(x, z) + U^s_m \varphi^B(x, z) + U^s_m \varphi^R(x, z) + U^s_m \varphi^T(x, z), \quad m = 1, 2, \tag{3.10}
\end{align*}
\]

By properly scaling the given basis elements we construct the spaces \( \mathcal{V}_j^h = \mathcal{V}(\Omega_j) \) and \( \mathcal{W}_j^h = \mathcal{W}(\Omega_j) \) used to represent in (3.10) the approximating functions \( U^s_j, U^n_j \) and \( U^w_j \) for the solid and fluid displacement vectors on each element \( \Omega_j \).

Following Refs. 26, 22 and 21, for computational convenience, we consider a hybridized form of the above formulation by introducing a set of Lagrange multipliers \( \eta_{jk} = (\eta_{jk}^{s';w'}, \eta_{jk}^{s'';w''}; \eta_{jk}^{s';w}; \eta_{jk}^{s'';w''}) \) associated with the values of the generalized forces at the mid points \( \xi_{jk} \) of \( \hat{\Gamma}_{jk} \) in the following sense: \( \eta_{jk}^{s';w'} \sim (\tau(U_j)\nu_{jk} \cdot \nu_{jk})(\xi_{jk}), \eta_{jk}^{s'';w''} \sim (\pi(U_j)\nu_{jk} \cdot \nu_{jk})(\xi_{jk}), \eta_{jk}^{s';w} \sim \mathcal{V}_j(U_j)(\xi_{jk}), \eta_{jk}^{s'';w''} \sim \mathcal{T}_j(U_j)(\xi_{jk}) \).

The Lagrange multipliers belong to the space of functions defined as follows: \( \Lambda^h_j = \{ \eta; \eta|\Gamma_{jk} = \eta_{jk} \in [P_0(\Gamma_{jk})]^4 = \Lambda_{jk}^h, \forall \{j, k\} \} \), where \( P_0(\Gamma_{jk}) \) denotes the constant functions on \( \Gamma_{jk} \).

Next, we state a domain decomposition iteration using a variational formulation. For \( t = 0, 1, 2, \ldots \), let \( U_j^t = (U_j^{s,t}, U_j^{n,t}, U_j^{w,t}) \) and \( \eta_{jk}^t \) be the discrete displacement vectors and the Lagrange multipliers at the \( t \)-iteration level. Let us denote by \( (\cdot, \cdot) \) the usual complex inner product in \( L^2(\Omega_j) \). Moreover, for \( \Gamma = \Gamma_j \) or \( \Gamma = \hat{\Gamma}_{jk} \), let \( (\cdot, \cdot)_{\Gamma} \) denote the complex inner product in \( L^2(\Gamma) \), and let \( (u, v)_\Gamma \) denote its approximation by the mid-point quadrature:

\[
(\langle u, v \rangle)_\Gamma = \langle u(\xi_{jk}) \rangle_\Gamma \quad \text{where} \quad \Gamma_{jk} \text{ is the measure of } \Gamma.
\]

Then, with \( U_j^t = (U_j^{s,t}, U_j^{n,t}, U_j^{w,t}) \) replacing \( u_j \) in (3.1)–(3.3), (3.6) and (3.8), and \( U_j^{t-1} = (U_j^{s,t-1}, U_j^{n,t-1}, U_j^{w,t-1}) \) replacing \( u_j \) in (3.8), multiply (3.1), (3.2) and (3.3) by \( v^s \in [V_j^h]^2 \), \( v^n \in W_j^h \) and \( v^w \in W_j^h \), respectively, and integrate over \( \Omega_j \), using integration by parts in the terms \( (\nabla \cdot U_j^t, v^n)_j, (\nabla \mathcal{T}_j(U_j^t), v^n)_j \) and \( (\nabla \mathcal{V}_j(U_j^t), v^n)_j \). Then apply the boundary conditions (3.6) and (3.8) and approximate the boundary integrals on \( \Gamma_j \) and \( \Gamma_{jk} \) using the mid-point quadrature rule, using the identification of the generalized forces at the mid points \( \xi_{jk} \) with the Lagrange multipliers \( \eta_{jk} \). Adding the resulting equations, we see that the domain decomposition iteration can be stated as follows: given \( (U_j^0, \eta_{jk}^0) \in [V_j^h]^2 \times W_j^h \times W_j^h \times \Lambda_{jk}^h \) for all \( j \), for \( t = 1, 2, 3, \ldots \), find \( (U_j^t, \eta_{jk}^t) \in [V_j^h]^2 \times W_j^h \times W_j^h \times \Lambda_{jk}^h \) such that

\[
\begin{align*}
-\omega^2(\rho U_j^{s,t} + \rho_n \mathcal{S}_n U_j^{n,t} + \rho_w \mathcal{S}_w U_j^{w,t}, v^s)_j - \omega^2(\rho_n \mathcal{S}_n U_j^{s,t} + g_n U_j^{n,t} + g_{n,w} U_j^{w,t}, v^n)_j \\
- \omega^2(\rho_w \mathcal{S}_w U_j^{s,t} + g_{n,w} U_j^{n,t} + g_w U_j^{w,t}, v^w)_j + i\omega(d_n U_j^{n,t}, v^n)_j
\end{align*}
\]
- \( i\omega(d_{nw}U_{j}^{w,t}, v^n) + i\omega(d_{uw}U_{j}^{w,t}, v^w) \) 
\[ + \sum\sum (\tau_{pq}(U_{j}^{l}), 2\omega(v^s)) - (\mathbf{T}_a(U_{j}^{l}), \nabla \cdot v^n) - (\mathbf{T}_w(U_{j}^{l}), \nabla \cdot v^w) \]
\[ + \langle i\omega \mathbf{B}(U_{j}^{s,t} \cdot \nu_j, U_{j}^{s,t} \cdot \chi_j, U_{j}^{n,t} \cdot \nu_j, U_{j}^{w,t} \cdot \nu_j), (v^s \cdot \nu_j, v^s \cdot \chi_j, v^n \cdot \nu_j, v^w \cdot \nu_j) \rangle \Gamma_j \]
\[ + \sum\sum (i\omega \beta_{jk}(U_{j}^{s,t} \cdot \nu_{jk}, U_{j}^{s,t} \cdot \chi_{jk}, U_{j}^{n,t} \cdot \nu_{jk}, U_{j}^{w,t} \cdot \nu_{jk})), \]
\[ U_{j}^{w,t} \cdot \nu_{jk} \rangle, (v^s \cdot \nu_{jk}, v^s \cdot \chi_{jk}, v^n \cdot \nu_{jk}, v^w \cdot \nu_{jk}) \rangle \Gamma_j \]
\[ = (f^s, v^n) + (f^n, v^n) + (f^w, v^w) \]
\[ - \sum\sum (i\omega \beta_{jk}(U_{k}^{s,t-1} \cdot \nu_{jk}, U_{k}^{s,t-1} \cdot \chi_{jk}, U_{k}^{n,t-1} \cdot \nu_{jk}, U_{k}^{w,t-1} \cdot \nu_{jk})), \]
\[ (v^s \cdot \nu_{jk}, v^s \cdot \chi_{jk}, v^n \cdot \nu_{jk}, v^w \cdot \nu_{jk}) \rangle \Gamma_j, \]
\[ - \sum\sum (i\omega \beta_{jk}(U_{j}^{s,t-1} \cdot \nu_{jk}, U_{j}^{s,t-1} \cdot \chi_{jk}, U_{j}^{n,t-1} \cdot \nu_{jk}, U_{j}^{w,t-1} \cdot \nu_{jk})), \]
\[ (v^s \cdot \nu_{jk}, v^s \cdot \chi_{jk}, v^n \cdot \nu_{jk}, v^w \cdot \nu_{jk}) \rangle \Gamma_j, \]
\[ (v^s, v^n, v^w) \in [\mathbb{V}_j^h] \times \mathbb{W}_j^h \times \Lambda_j^h, \]  
(3.11)

\[ (\eta_{jk}^{s,t}, \eta_{jk}^{s,t-1}, -\eta_{jk}^{s,t-1}, -\eta_{jk}^{w,t-1}) \]
\[ = (\eta_{jk}^{s,t-1}, \eta_{jk}^{s,t-1}, -\eta_{jk}^{n,t-1}, -\eta_{jk}^{w,t-1}) - i\omega \beta_{jk}(U_{j}^{s,t} \cdot \nu_{jk} + U_{k}^{s,t-1} \cdot \nu_{jk}), \]
\[ U_{j}^{s,t} \cdot \chi_{jk} + U_{k}^{s,t-1} \cdot \chi_{jk}, U_{j}^{n,t} \cdot \nu_{jk} + U_{k}^{n,t-1} \cdot \nu_{jk}, U_{j}^{w,t} \cdot \nu_{jk} + U_{k}^{w,t-1} \cdot \nu_{jk}) (\xi_{jk}). \]  
(3.12)

Equation (3.12), used to update the Lagrange multipliers, is obtained directly from (3.8) evaluated at the mid point \( \xi_{jk} \). Equation (3.11) yields a 16 \times 16 linear system of equations for the degrees of freedom associated with the vector displacements of the three phases on each subdomain \( \Omega_j \) at the \( t \)-iteration level. After solving these systems, the Lagrange multipliers are updated using (3.12). The iteration (3.11)–(3.12) is a Jacobi-type iteration. A twice as fast iteration may also be defined by using a red–black type iteration (see Refs. 22 and 21).

The arguments given in Refs. 22 and 21 can be used here to show that the iteration (3.11)–(3.12) converges and it is first order correct in the spatial discretization. The iteration parameter matrix \( \beta_{jk} \) is chosen to have the same form of the matrix \( \mathbf{B} \) in (3.6). The space-time solution is obtained by solving (3.11)–(3.12) for a finite number of frequencies and an approximate inverse Fourier transform. See Ref. 20 for an analysis of this procedure.

Finally, let us indicate the changes needed to treat the case of larger subdomains \( \Omega_j \). For simplicity let us assume that the finite element partition \( \mathcal{N}_j^h \) associated with each subdomain \( \Omega_j \) is a subset of the global finite element partition \( \mathcal{N}^h \) of \( \Omega \) into rectangles of size bounded by \( h \). Let \( \tilde{\Omega}_j = \bigcup_{l=1}^{L_j} R_j^l \) be a partition on each \( \Omega_j \) into rectangles \( R_j^l \) and denote by \( \xi_{im}^j \)
the midpoint of the common interface between the adjacent rectangles $R_j^l$ and $R_j^m$. The nonconforming finite element space $V_j^h$ used to approximate each component of the solid displacement vector and the space $W_j^h$ used to approximate each fluid displacement vector are: 

$$V_j^h = \{ v \in L^2(\Omega_j) : v_l^j = v|R_j^l \in V(R_j^l), l = 1, \ldots, L_j; v_l^j(\xi_m^j) = v_l^m(\xi_m^l), \forall \{l, m\} \}$$

and 

$$W_j^h = \{ v \in H(\text{div}, \Omega_j) : v_l^j = v|R_j^l \in W(R_j^l), l = 1, \ldots, L_j \}$$

where $H(\text{div}, \Omega_j) = \{ v \in [L^2(\Omega_j)]^2 : \nabla \cdot v \in L^2(\Omega_j) \}$. Finally, let us write each common interface $\Gamma_{jk}$ between two adjacent subdomains $\Omega_j$ and $\Omega_k$ as follows: $\Gamma_{jk} = \bigcup_{l,m} \gamma_{jk}^{l,m}$, where $\gamma_{jk}^{l,m}$ denotes any of the common sides of rectangles $R_j^l$ and $R_k^m$ in the partitions $T_j^h$ and $T_k^h$ such that $\gamma_{jk}^{l,m} \subset \Gamma_{jk}$. Then, we define $\Lambda^h = \{ \eta : \eta|_{\Gamma_{jk}} = \eta_{jk} \in \Pi_{l,m} [P^h(\gamma_{jk}^{l,m})] = \Lambda_{jk}^h, \forall \{j, k\} \}$.

With this new definitions of the spaces $V_j^h$, $W_j^h$ and $\Lambda^h$, the definition of the iterative procedure in (3.11)–(3.12) remains unchanged.

4. Numerical Experiments

We use the iterative procedure (3.11)–(3.12) to simulate the propagation of waves in a sample of Nivelsteiner sandstone, a friable sandstone mainly composed of quartz with small percentages of rock fragments and potash-feldspar. Its material properties, taken from Ref. 8, are $\phi = 0.33$, $K = 5000$ mD, $\rho_s = 2.65$ gr/cm$^3$, grain bulk modulus $K_s = 36$ GPa, frame bulk modulus $K_m = 6.21$ GPa and frame shear modulus, $N = 4.55$ GPa. The pore space is assumed to be filled by 90% water (as the wetting phase) and 10% of hydrocarbon gas. Their properties are: $\rho_w = 1$ gr/cm$^3$, $\mu_w = 0.01$ Poise, $K_w = 2.223$ GPa, $\rho_n = 0.1$ gr/cm$^3$, $\mu_n = 0.00015$ Poise, $K_n = 0.022$ GPa. The reference fluid pressure $P_w$ is taken 30 MPa, corresponding to the hydrostatic pressure at a burial depth of about 3 Km.

The relative permeability functions $K_{rn}(S_n)$ and $K_{rw}(S_n)$ and the capillary pressure function $P_{ca}(S_n)$ and needed to describe our system are taken to be

$$K_{rn}(S_n) = (1 - (1 - S_n)/(1 - S_{rn}))^2, \quad K_{rw}(S_n) = ([1 - S_n - S_{rw}]/(1 - S_{rw}))^2,$$

$$P_{ca}(S_n) = A(1/(S_n + S_{rw} - 1)^2 - S_{rn}^2/[S_n(1 - S_n - S_{rw})^2]). \quad (4.1)$$

These relations are based on laboratory experiments performed on different porous rocks during imbibition and drainage processes (neglecting hysteresis effects). In the numerical experiment, we chose $S_{rw} = S_{rn} = 0.05$, and $A = 30$ kPa. The resulting capillary pressure at $S_n = 0.1$ is about 3.4 kPa. In the absence of proper experimental data, the coupling permeability function $K_{rnw}(S_n)$ used in this work is assumed to be $K_{rnw}(S_n) = \sqrt{\epsilon K_{rn}(S_n)K_{rw}(S_n)}$. The parameter $\epsilon$ in (2.11) and the equation above is equal to 0.1, as in Ref. 15.

The viscoelastic parameters describing the dissipative behavior of the saturated sandstone are $\hat{Q}_l = 30, 20$, for $l = K_c, N$, respectively, $T_{1,l} = 10$ ms$^{-1}$, $T_{1,l} = 10^9$ ms$^{-1}$, for $l = K_c, N$.

According to the equations given in Sec. 2, the three characteristic frequencies at this saturation state are approximately $\omega_c^n = 197$ kHz, $\omega_c^w = 41$ kHz and $\omega_c^{nw} = 83$ kHz. The values of the phase velocities and attenuation coefficients at the central frequency $f_0 = 500$ kHz.
are given in Table 1 for $\tilde{S}_n = 0.1$. We compare the values corresponding to the poroelastic and the poro-viscoelastic formulations. The computations include poro-viscoelasticity and frequency dependent mass coupling and viscous drag coefficients, as described in Secs. 2.2 and 2.3. The value of the Kozeny–Carman constant $A_0$ in (2.14) is equal to 5.39

Figures 1 and 2 show the phase velocities and attenuation coefficients for the three compressional waves and the shear wave versus nonwetting saturation, at the central frequency of the source. Notice in Fig. 2(b) the change in behavior of the attenuation coefficients of the two slow modes, indicating that for high nonwetting saturation values only the new Type-III wave can be observed.

In the following numerical experiments, we show snapshots and traces of the particle velocity fields in the solid, the free-gas and the water phase. Our aim is to simulate a laboratory experiment of generation and propagation of body waves at ultrasonic frequencies.

The domain for the 2D numerical simulation is a square of side length 6 cm with a uniform partition $\mathcal{N}^h$ of $\Omega$ into squares of side length $h = 1/N_x$, with $N_x = N_z = 640$. 

![Fig. 1. Behavior of the Type-I P and shear waves versus nonwetting saturation at the central frequency $\omega = 500$ kHz; (a) phase velocities; (b) attenuation coefficients.](image-url)
The source function \( f_s, f_n, f_w \) is a point source located at \((x_s, y_s) = (3\, \text{cm}, 3\, \text{cm})\) and applied to the solid matrix (dilatational and shear perturbations), and to the fluid phases (dilatational perturbations). More specifically, if \( \delta_{x_s,z_s} \) denotes the Dirac distribution at \((x_s, y_s)\), and we define the distribution \( \epsilon_{12}\delta_{x_s,z_s} \) by the rule

\[
\epsilon_{12}\delta_{x_s,z_s} = \left( \frac{\partial\delta_{x_s,z_s}}{\partial z}, \frac{\partial\delta_{x_s,z_s}}{\partial x} \right),
\]

then

\[
f_s(x, z, \omega) = \nabla \delta_{x_s,z_s} g(\omega) + 2\epsilon_{12}\delta_{x_s,z_s} g(\omega),
\]

\[
f_n(x, z, \omega) = f_w(x, z, \omega) = \nabla \delta_{x_s,z_s} g(\omega).
\]

Here, \( g(\omega) \) is the Fourier transform of the waveform \( g(t) = -2\xi(t - t_0)e^{-\xi(t-t_0)^2} \), with \( f_0 = 500\, \text{kHz} \) denoting the source central (dominant) frequency and \( \xi = 8 \frac{f_0}{f_0}, t_0 = 1.25/f_0 \).

The spectrum of \( g(\omega) \) is negligible for frequencies \( \omega \) above \( \omega^* = 2\pi \times 1000\, \text{kHz} \). Thus, the iterative procedure (3.11)-(3.12) is used to compute \( U^s(x, z, \omega), U^n(x, z, \omega), U^w(x, z, \omega) \) at 90 temporal frequencies \( \omega_m \) in the interval \((0, \omega^*)\) with \( \omega_m = m\Delta \omega \) and \( \Delta \omega = \omega^*/90 \). The solution \( U^s(x, z, t), U^n(x, z, t), U^w(x, z, t) \) at the discrete times \( t = t_l = l\Delta t, l = 1, 2, \ldots, L \), is obtained by using the discrete time Fourier transform. Here, \( L = T/\Delta t \) and \( T \) is the maximum simulation time, equal to 0.08 ms in all the experiments. We emphasize that the choice of the time step \( \Delta t \) is not restricted by any Courant–Friedrichs–Lewy stability condition as in explicit algorithms formulated in the space-time domain. In fact, for any time \( t_l \) we truncate the integral in the inverse Fourier transform for \( \omega > \omega^* \) and compute the truncated integral using the mid-point quadrature rule. The error introduced by this approximation is proportional to \((h + (\Delta \omega)^2)\) (see Ref. 20).

Figure 3 shows snapshots of the vertical component of the particle velocity at \( t = 0.018\, \text{ms} \) for the solid skeleton and the vertical components of the relative particle velocity of the nonwetting and wetting phases, denoted by \( V^s(x, z, t), V^n(x, z, t) \) and \( V^w(x, z, t) \), respectively.
Fig. 3. Snapshots of the vertical particle velocity at $t = 0.018$ ms. The snapshots correspond to the (a) solid skeleton; (b) gas phase and (c) water phase. The relative amplitude relation between the snapshots is $1/211/30$, respectively. The relative amplitude relation between the snapshots in Figs. 3, 4 and 5 is $1/211/30$, which indicates that the two slow modes are much stronger in the fluid phases. In the solid phase, we observe four wavefronts, associated with the fast P-wave, the S-wave and the two slow waves, labeled P1, S, P2 and P3. The Type I-wave front is hitting the
Fig. 4. Snapshot of the vertical component of the particle velocity of the solid phase at (a) $t = 0.03$ ms and (b) $t = 0.42$ ms.

Fig. 5. Trace of the vertical component of the particle velocity of the solid phase $V_s^z$ at two receivers located at $x = 3$ cm, $z = 4$ cm and $x = 3$ cm, $z = 5$ cm.
boundary and leaving the domain without generating artificial reflections, indicating that the absorbing boundary condition (3.6) is performing quite well for simulation purposes.

Figure 4 shows snapshots of the vertical component of the particle velocity of the solid phase at (a) $t = 0.03 \text{ms}$ and (b) $t = 0.042 \text{ms}$, respectively. Since at the latter time, the Type-I and S-wavefronts left the domain, only the two wavefronts associated with the Type-II and Type-III compressional modes can be observed. Notice that the wavefront associated with the fastest of the two slow waves, i.e. the Type-III wave, is much more attenuated compared to the Type-II wavefront. This effect is more noticeable in the snapshot at $t = 0.042 \text{ms}$. The snapshots for the nonwetting and wetting phases look quite similar to those of the solid-phase in Fig. 4 and for brevity we do not include them here.

The attenuation curves in Fig. 2(b) show that for nonwetting saturation values above 0.23, we have the opposite situation, i.e. the fastest Type-III wavefront is less attenuated than the Type-II wavefront. This effect was observed numerically.

In order to observe this decay effect in the two slow wavefronts, Fig. 5 displays traces of the vertical component of the particle-velocity of the solid phase at two receivers located at $x = 3 \text{cm}$, $z = 4 \text{cm}$ and $x = 3 \text{cm}$, $z = 5 \text{cm}$, respectively. The amplitudes are normalized to the maximum value of the trace at the receiver located at $x = 3 \text{cm}$, $z = 4$, and then both traces are clipped with the same maximum cutoff to better observe the arrivals of the different waves. It can be seen that the Type-III arrival at the receiver at $x = 3 \text{cm}$, $z = 5 \text{cm}$ is more attenuated than the Type-II arrival in the same receiver.

Figure 6 shows a trace of the vertical component of the total particle velocity $V_{z;T} = V_{z} + S_{n}V^{n} + S_{w}V^{w}$ at a receiver located at $x = 4 \text{cm}$, $z = 3.5 \text{cm}$, with normalized amplitude, where the four arrivals associated with the four different modes can clearly be observed.

Figures 7, 8 and 9 are essential to understand the motion of the three phases corresponding to the two slow modes. These figures show traces of the divergence of the solid and the absolute nonwetting and wetting particle velocities $\tilde{V}_{z}^{l} = (1/\phi)V_{z}^{l} + V_{z}^{s}$, $l = n$, $w$ at the receiver location $x = 4 \text{cm}$, $z = 3.5 \text{cm}$ in the following manner. Figures 7 and 8 show the solid phase versus the nonwetting and wetting phases, respectively, where the traces are first normalized to the maximum value of the corresponding fluid phases, and then, the solid-phase trace is scaled by factors of 282 and 40. Similarly, Fig. 9 shows the wetting and nonwetting fluid divergences, where first both traces are normalized to the maximum value of the nonwetting phase, and then, the wetting-phase trace is scaled by a factor of 3.5. The scaling in Figs. 7, 8 and 9 is used to better observe the particle motion in the two slow modes. After analyzing Figs. 7, 8 and 9, we conclude the following:

1) For the slower of the two slow compressional waves, the solid moves in opposite phase with both fluid phases and the two fluid phases move in phase. Thus, this Type II wave is the analogue of the slow P-wave for single-phase fluids.

2) With regard to the faster of the two slow compressional waves, referred to as Type-III wave, the solid moves in phase with the nonwetting phase and in opposite phase with the wetting phase, and the two fluid phases move in opposite phase. This is a new mode absent in rocks saturated by single-phase fluids.
Fig. 6. Trace of the vertical component of the total particle velocity $V_z^T = V_z^s + S_n V^n + S_w V^w$ at a receiver located at $x = 4 \text{ cm}, z = 3.5 \text{ cm}$. The amplitudes are normalized.

Fig. 7. Traces of the divergence of the particle velocity of the solid and nonwetting fluid phases at a receiver located at $x = 4 \text{ cm}, z = 3.5 \text{ cm}$. 
Fig. 8. Traces of the divergence of the particle velocity of the solid and wetting fluid phases at a receiver located at $x = 4$ cm, $z = 3.5$ cm.

Fig. 9. Traces of the divergence of the particle velocity of the wetting and nonwetting fluid phases at a receiver located at $x = 4$ cm, $z = 3.5$ cm.

5. Conclusions

We have presented a model to describe wave propagation in a poro-viscoelastic medium saturated with a two-phase fluid. The model includes capillary forces and mass and viscous
coupling coefficients in the equations of motion, as well as frequency dependent correction factors in the high-frequency range. We also developed a domain decomposition iteration that allow us to compute approximate solutions. This new procedure is formulated in the space-frequency domain, allowing for the simultaneous and independent solution of the equations at a finite number of frequencies. The space-time solution is obtained by using an inverse Fourier transform. The algorithm is first-order accurate in the spatial discretization and does not require any smoothness assumption or small variability on the coefficients of the differential model. Under the assumption that the model accurately describes the physics involved, a second slow mode (referred to as Type III) has been observed for the first time. This result constitutes a significant departure from the single-phase fluid case. The experiments use a clay-free sandstone saturated with gas and water, a reference fluid pressure $P_w = 30$ MPa and gas saturation of 10%, corresponding to a capillary pressure value of 3.4 kPa. At these conditions, the Type-III wave at 500 kHz has a phase velocity of 418 m/s.

The detection and analysis of this new wave mode in real situations may provide information about the nature, saturation and pressure regime of the saturant fluids. Future research involves the use of the numerical simulator to determine the conditions under which the new wave can be detected in laboratory experiments and the analysis of these waves in partially-saturated zones within hydrocarbon reservoirs.
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